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Which conditions for accuracy? 
What is the cost of accuracy?

Wikipedia

Impressively low error rates

η ∼ 10−4

η ∼ 10−9 DNA replication 

RNA transcription (DNA  RNA)→
RNA translation (RNA  proteins)→

This molecular machinery 
consumes energy in the  
form of ATP molecules 
(monomer activation)
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Polymer elongation models:
[Andrieux, Gaspard, PNAS (2008)] 
[Sartori, Pigolotti, Phys. Rev. Lett. (2013)] 
[Poulton et al., PNAS (2019)] 
…

[Andrieux, Gaspard, PNAS (2008)]

entropy typically increases logarithmically in time. Accordingly,
this term does not contribute to the variation rate of the entropy
because limt3!("1/t)¥ lpt(l) ln pt(l) # 0.

Hence, we find that the time variation of the entropy is given
in the stationary regime by

dS
dt ! lim

t3!

S$ t%
t ! v s " v D$polymer% , [12]

with the growth velocity (Eq. 6) and physical units where kB #
1 used for the simplicity of notations. On the other hand, the
entropy exchange rate (Eq. 5) is equal to

deS
dt ! v

h
T , [13]

where the mean enthalpy per monomer h has a definition similar
to Eq. 9. Finally, the entropy production (Eq. 4) reads

diS
dt ! vA # 0, [14]

with the growth velocity (Eq. 6) and the thermodynamic force or
affinity per monomer

A ! $
g
T " D$polymer% ! % " D$polymer% , [15]

where g # h " Ts is the free enthalpy per monomer, and % #
"g/T is the mean driving force. We note that these results do not
depend on the specific choice of transition rates so that they are
general in this respect. In the case where the growth velocity is
positive, the affinity (Eq. 15) can be interpreted as the entropy
production per added monomer. The affinity has two contribu-
tions: the first from the driving force % given in terms of the mean
free enthalpy of copolymerization and the second due to the
disorder (Eq. 10) of the monomers in the chain. This shows in
particular that the copolymer can grow by an entropic effect of
disorder even when the driving forces are slightly negative.
Indeed, the randomness incorporated in the chain has a non-
negative contribution in the form of the disorder (Eq. 10) to the
thermodynamic force or affinity per monomer (Eq. 15), showing
how the stored pattern can influence back the dynamics of the
system. Equilibrium occurs when the affinity (Eq. 15) vanishes,
Aeq # 0, so that the mean driving force is equal to minus the
equilibrium disorder. In this case, no systematic growth is
possible, and each monomer appears with its equilibrium
distribution.

In general, the transition rates W(&, &&) depend on the
structure and composition of the whole chain & so that nonlocal
or cooperative effects can generate long-range correlations
along the chain, thereby reducing the disorder (Eq. 10). How-
ever, in many cases, the transition rates only depend on the few
monomers at the end of the chain, in particular, if the copoly-
merization process is mainly controlled by the free-enthalpy
changes of bond formation in the reactions &' mp &m. In the
most local process, the transition rates only depend on the last
monomer m, which is added to or removed from the chain. In this
case, the transition rates are denoted as W(&, &m) # k'm and
W(&m, &) # k"m, and the quantities

%m ! ln
k'm

k"m
[16]

represent the driving forces favoring the chain growth. They are
given by the free-enthalpy changes of the chemical reactions and
are measured in units of the thermal energy: %m # [G(&) "
G(&m)]/(kBT). In this respect, the driving forces incorporate the

chemical potentials of the monomers so that they can be varied
by changing control parameters such as the chemical concen-
trations of the different monomers in solution around the
copolymer chain.

Under the assumption of Eq. 16, the mean value of the driving
forces can be calculated as % # ¥m '1(m) %m by averaging them
over the normalized distribution '1(m) of monomers. If we
further assume that there is no free-enthalpy difference between
the chains &m, the driving forces are equal to each other, %m #
% for all m, whereupon equilibrium occurs when the driving force
takes the value %eq # "ln M, and the disorder reaches its
maximum value Deq # ln M. On the other hand, we notice that,
for given positive values of the thermodynamic entropy produc-
tion and the growth velocity, the disorder can be reduced at the
expense of the driving force % according to Eq. 15. Moreover, in
the limit of an arbitrarily high driving force %, no detachment of
monomers occurs, and the disorder reaches the value D #
"¥m (m ln (m, which is typically smaller than the equilibrium
disorder Deq. Therefore, the nonequilibrium drive may contrib-
ute to some extent to the ordering of the copolymer.

We next consider a copolymerization process under the
influence of a template, which determines the probabilities to
add or remove monomers (see Fig. 1b). This is typically the case
during DNA transcription or replication processes where the
DNA sequence influences the probabilities to add the mono-
mers, favoring the Watson–Crick pairing rule A-T and C-G. The
template is thus composed of a chain ) # )1 )2. . . )l. . . . , and
the transition rates now depend on this underlying substrate:
W(&, &&)). In this case, the previous considerations are mod-
ified in the following way. The entropy (Eq. 3), the velocity (Eq.
6), and the mean driving force are now averaged not only over
the distribution of monomers but also over the template. We
suppose that the template is described by a stationary distribu-
tion *l()) # *l()1)2. . . )l), which is normalized to unity
¥)*l()) # 1 for all of the chains of length l. In the stationary
regime, the probability to have a chain & at time t here takes the
form

Pt$&% ! pt$l%'l$&!)% [17]

at long times, where 'l (&)) is the distribution of chains & of
length l grown on the template ). We expect that the template
ensemble average corresponds to the average over a typical
realization of the template sequence. We can here also introduce
the mean entropy (Eq. 9) and enthalpy per monomer by aver-
aging over the template. The growth speed (Eq. 6) is now
obtained with a long typical sequence of the template.

On the other hand, the disorder (Eq. 10) now becomes the
Shannon conditional entropy of the copolymer with respect to
the template:

D$polymer!template%

! lim
l3!

$
1
l "

)

* l$)% "
&

' l$& !)% ln ' l$& !)% . [18]

The conditional entropy between two random variables can also
be expressed in terms of the mutual information I(X, Y) #
D(X) " D(XY) between the two variables (18). The mutual
information is bounded according to 0 + I(X, Y) + min{D(X),
D(Y)} and measures how much the knowledge on one of these
variables reduces the uncertainty about the other. It is zero when
the two variables are independent so that we recover the
previous results (Eq. 10) and (Eq. 15) when the substrate does
not influence the copolymerization process. Accordingly, the
affinity here becomes

9518 ! www.pnas.org#cgi#doi#10.1073#pnas.0802049105 Andrieux and Gaspard
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A ! " # D!polymer!template"

! " # D!polymer" $ I!polymer, template" [19]

and is thus directly expressed in terms of the mutual information
that the copolymer acquires from its template or more generally
from its environment. The mean driving force is given by " # $g/T
as in Eq. 15.

To be specific, we can take transition rates of the form W(%,
%m&) # k%mn and W(%m, %&) # k$mn if n # &l%1 is the
template at the position l % 1, and % is a chain of length l. The
corresponding driving forces

"mn ! ln
k%mn

k$mn
[20]

now depend on the substrate as well. Accordingly, in the case of Eq.
20, the mean driving force is given by " # ¥m,n'1(n)(1(mn)"mn,
where '1(n) is the distribution of monomers on the template.

If the copolymer grows, and v & 0, the affinity is the entropy
production per added monomer so that Eq. 19 shows that
substantial information can be generated if the mean driving
force " is large enough. We illustrate this fundamental result with
DNA replication in the next section.

DNA Replication
In this section, we consider the process of DNA replication. In
this case, the subunits of the growing polymer and the template
are the four nucleotides n # A, T, C, or G. The monomers
are the corresponding nucleoside triphosphates NTP, which
drive the reaction by their high free enthalpy relative to the
linked nucleotides. It turns out that the DNA polymerase copies
the DNA with a fairly small error rate. In the actual DNA
replication, an exonuclease will act as a proofreading mechanism
to correct possible errors. Proofreading allows one to decrease
the error rate up to the discrimination squared (19–21). This
mechanism can be modeled by considering several reactions )

during the copolymerization, namely W)(%, %'&). These addi-
tional pathways will change the average driving force and speed,
but the disorder (Eq. 18) will remain unchanged for a given
distribution of nucleotides.

To analyze purely kinetic effects, we will assume in the
following that no free-enthalpy difference exists between correct
and incorrect chains, implying "mn # ". We will thus consider the
different effects as a function of this parameter. The transition
rates and the driving forces (Eq. 20) incorporate external
conditions such as the chemical concentrations of the nucleo-
tides, the polymerase cofactors, and the products of the poly-
merization. Accordingly, the driving force " will typically be a
function of such control parameters.

For concreteness, we consider the case of the DNA polymer-
ase Pol *, which replicates the human mitochondrial DNA.
Forward kinetic constants for the incorporation of both correct
and incorrect nucleotides are available (22), and we used these
for our simulations. The human mitochondrial DNA is 16.5 kb
long and can be obtained from GenBank (23). To have a good
statistical estimation of the disorder (Eq. 18), we used longer
DNA sequences generated from the same triplet distribution as
the original mitochondrial DNA. Random trajectories corre-
sponding to the master equation (Eq. 1) are obtained with
Gillespie’s algorithm (24).

Because we assumed no free-enthalpy difference between the
chains, equilibrium occurs when " # $ln 4, where each nucle-
otide is inserted with equal probability regardless of the under-

Fig. 2. Percentage of misincorporations as a function of the driving force ".
The minimal error rate is given by 1 $ 'A +TA $ 'T+AT $ 'C+GC $ 'G+CG " 8.3
10$5. The maximal error rate occurs at equilibrium where detailed balance
conditions are satisfied, according to which each nucleotide insertion is bal-
anced by its removal from the chain. Under this condition, and if "mn # " for
all m and n, every nucleotide is included with equal probability, and the error
rate is 0.75. The kinetic constants of Watson–Crick pairing are taken to be
k%TA # 25 s$1, k%AT # 45 s$1, k%GC # 37 s$1, and k%CG # 43 s$1 (22). The
discrimination between the nucleotide m and the template n is defined as
dmn # k%mn/k%rn, where r denotes the ‘‘correct’’ nucleotide forming the
Watson–Crick pair rn with the template nucleotide n. The discriminations take
the values dAA # dAG # dGA # 1/280,000, dCA # 1/210,000, dTT # 1/250,000, dCT #
1/570,000, dGT # 1/3,600, dAC # 1/71,000, dTC # 1/640,000, dCC # 1/2,300,000,
dTG # 1/59,000, and dGG # 1/110,000. The reversed kinetic constants are taken
as k$mn # k%mne$" according to Eq. 20, with "mn # " incorporating the
monomer concentrations (see text section on dissipation-information trade
off).

Fig. 3. Velocity of the replication process as a function of the driving force
". The maximal speed is given by (34 nt/s as explained in the text section on
DNA replication.

Fig. 4. Affinity per copied nucleotide as a function of the driving force ". The
local minimum is approximately " " 0.015 and indicates the transition be-
tween the error driven regime and the externally driven regime. Because the
growth speed is positive, this affinity is the entropy production per copied
nucleotide.

Andrieux and Gaspard PNAS ! July 15, 2008 ! vol. 105 ! no. 28 ! 9519
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Previous works

4

Polymer elongation models:
[Andrieux, Gaspard, PNAS (2008)] 
[Sartori, Pigolotti, Phys. Rev. Lett. (2013)] 
[Poulton et al., PNAS (2019)] 
…

 More general formalism needed⟶

Limitations:

‣ Dependent on molecular details ‣ Spontaneous fluctuations (passives,  
without template) ignored

[Andrieux, Gaspard, PNAS (2008)]

entropy typically increases logarithmically in time. Accordingly,
this term does not contribute to the variation rate of the entropy
because limt3!("1/t)¥ lpt(l) ln pt(l) # 0.

Hence, we find that the time variation of the entropy is given
in the stationary regime by

dS
dt ! lim

t3!

S$ t%
t ! v s " v D$polymer% , [12]

with the growth velocity (Eq. 6) and physical units where kB #
1 used for the simplicity of notations. On the other hand, the
entropy exchange rate (Eq. 5) is equal to

deS
dt ! v

h
T , [13]

where the mean enthalpy per monomer h has a definition similar
to Eq. 9. Finally, the entropy production (Eq. 4) reads

diS
dt ! vA # 0, [14]

with the growth velocity (Eq. 6) and the thermodynamic force or
affinity per monomer

A ! $
g
T " D$polymer% ! % " D$polymer% , [15]

where g # h " Ts is the free enthalpy per monomer, and % #
"g/T is the mean driving force. We note that these results do not
depend on the specific choice of transition rates so that they are
general in this respect. In the case where the growth velocity is
positive, the affinity (Eq. 15) can be interpreted as the entropy
production per added monomer. The affinity has two contribu-
tions: the first from the driving force % given in terms of the mean
free enthalpy of copolymerization and the second due to the
disorder (Eq. 10) of the monomers in the chain. This shows in
particular that the copolymer can grow by an entropic effect of
disorder even when the driving forces are slightly negative.
Indeed, the randomness incorporated in the chain has a non-
negative contribution in the form of the disorder (Eq. 10) to the
thermodynamic force or affinity per monomer (Eq. 15), showing
how the stored pattern can influence back the dynamics of the
system. Equilibrium occurs when the affinity (Eq. 15) vanishes,
Aeq # 0, so that the mean driving force is equal to minus the
equilibrium disorder. In this case, no systematic growth is
possible, and each monomer appears with its equilibrium
distribution.

In general, the transition rates W(&, &&) depend on the
structure and composition of the whole chain & so that nonlocal
or cooperative effects can generate long-range correlations
along the chain, thereby reducing the disorder (Eq. 10). How-
ever, in many cases, the transition rates only depend on the few
monomers at the end of the chain, in particular, if the copoly-
merization process is mainly controlled by the free-enthalpy
changes of bond formation in the reactions &' mp &m. In the
most local process, the transition rates only depend on the last
monomer m, which is added to or removed from the chain. In this
case, the transition rates are denoted as W(&, &m) # k'm and
W(&m, &) # k"m, and the quantities

%m ! ln
k'm

k"m
[16]

represent the driving forces favoring the chain growth. They are
given by the free-enthalpy changes of the chemical reactions and
are measured in units of the thermal energy: %m # [G(&) "
G(&m)]/(kBT). In this respect, the driving forces incorporate the

chemical potentials of the monomers so that they can be varied
by changing control parameters such as the chemical concen-
trations of the different monomers in solution around the
copolymer chain.

Under the assumption of Eq. 16, the mean value of the driving
forces can be calculated as % # ¥m '1(m) %m by averaging them
over the normalized distribution '1(m) of monomers. If we
further assume that there is no free-enthalpy difference between
the chains &m, the driving forces are equal to each other, %m #
% for all m, whereupon equilibrium occurs when the driving force
takes the value %eq # "ln M, and the disorder reaches its
maximum value Deq # ln M. On the other hand, we notice that,
for given positive values of the thermodynamic entropy produc-
tion and the growth velocity, the disorder can be reduced at the
expense of the driving force % according to Eq. 15. Moreover, in
the limit of an arbitrarily high driving force %, no detachment of
monomers occurs, and the disorder reaches the value D #
"¥m (m ln (m, which is typically smaller than the equilibrium
disorder Deq. Therefore, the nonequilibrium drive may contrib-
ute to some extent to the ordering of the copolymer.

We next consider a copolymerization process under the
influence of a template, which determines the probabilities to
add or remove monomers (see Fig. 1b). This is typically the case
during DNA transcription or replication processes where the
DNA sequence influences the probabilities to add the mono-
mers, favoring the Watson–Crick pairing rule A-T and C-G. The
template is thus composed of a chain ) # )1 )2. . . )l. . . . , and
the transition rates now depend on this underlying substrate:
W(&, &&)). In this case, the previous considerations are mod-
ified in the following way. The entropy (Eq. 3), the velocity (Eq.
6), and the mean driving force are now averaged not only over
the distribution of monomers but also over the template. We
suppose that the template is described by a stationary distribu-
tion *l()) # *l()1)2. . . )l), which is normalized to unity
¥)*l()) # 1 for all of the chains of length l. In the stationary
regime, the probability to have a chain & at time t here takes the
form

Pt$&% ! pt$l%'l$&!)% [17]

at long times, where 'l (&)) is the distribution of chains & of
length l grown on the template ). We expect that the template
ensemble average corresponds to the average over a typical
realization of the template sequence. We can here also introduce
the mean entropy (Eq. 9) and enthalpy per monomer by aver-
aging over the template. The growth speed (Eq. 6) is now
obtained with a long typical sequence of the template.

On the other hand, the disorder (Eq. 10) now becomes the
Shannon conditional entropy of the copolymer with respect to
the template:

D$polymer!template%

! lim
l3!

$
1
l "

)

* l$)% "
&

' l$& !)% ln ' l$& !)% . [18]

The conditional entropy between two random variables can also
be expressed in terms of the mutual information I(X, Y) #
D(X) " D(XY) between the two variables (18). The mutual
information is bounded according to 0 + I(X, Y) + min{D(X),
D(Y)} and measures how much the knowledge on one of these
variables reduces the uncertainty about the other. It is zero when
the two variables are independent so that we recover the
previous results (Eq. 10) and (Eq. 15) when the substrate does
not influence the copolymerization process. Accordingly, the
affinity here becomes

9518 ! www.pnas.org#cgi#doi#10.1073#pnas.0802049105 Andrieux and Gaspard
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A ! " # D!polymer!template"

! " # D!polymer" $ I!polymer, template" [19]

and is thus directly expressed in terms of the mutual information
that the copolymer acquires from its template or more generally
from its environment. The mean driving force is given by " # $g/T
as in Eq. 15.

To be specific, we can take transition rates of the form W(%,
%m&) # k%mn and W(%m, %&) # k$mn if n # &l%1 is the
template at the position l % 1, and % is a chain of length l. The
corresponding driving forces

"mn ! ln
k%mn

k$mn
[20]

now depend on the substrate as well. Accordingly, in the case of Eq.
20, the mean driving force is given by " # ¥m,n'1(n)(1(mn)"mn,
where '1(n) is the distribution of monomers on the template.

If the copolymer grows, and v & 0, the affinity is the entropy
production per added monomer so that Eq. 19 shows that
substantial information can be generated if the mean driving
force " is large enough. We illustrate this fundamental result with
DNA replication in the next section.

DNA Replication
In this section, we consider the process of DNA replication. In
this case, the subunits of the growing polymer and the template
are the four nucleotides n # A, T, C, or G. The monomers
are the corresponding nucleoside triphosphates NTP, which
drive the reaction by their high free enthalpy relative to the
linked nucleotides. It turns out that the DNA polymerase copies
the DNA with a fairly small error rate. In the actual DNA
replication, an exonuclease will act as a proofreading mechanism
to correct possible errors. Proofreading allows one to decrease
the error rate up to the discrimination squared (19–21). This
mechanism can be modeled by considering several reactions )

during the copolymerization, namely W)(%, %'&). These addi-
tional pathways will change the average driving force and speed,
but the disorder (Eq. 18) will remain unchanged for a given
distribution of nucleotides.

To analyze purely kinetic effects, we will assume in the
following that no free-enthalpy difference exists between correct
and incorrect chains, implying "mn # ". We will thus consider the
different effects as a function of this parameter. The transition
rates and the driving forces (Eq. 20) incorporate external
conditions such as the chemical concentrations of the nucleo-
tides, the polymerase cofactors, and the products of the poly-
merization. Accordingly, the driving force " will typically be a
function of such control parameters.

For concreteness, we consider the case of the DNA polymer-
ase Pol *, which replicates the human mitochondrial DNA.
Forward kinetic constants for the incorporation of both correct
and incorrect nucleotides are available (22), and we used these
for our simulations. The human mitochondrial DNA is 16.5 kb
long and can be obtained from GenBank (23). To have a good
statistical estimation of the disorder (Eq. 18), we used longer
DNA sequences generated from the same triplet distribution as
the original mitochondrial DNA. Random trajectories corre-
sponding to the master equation (Eq. 1) are obtained with
Gillespie’s algorithm (24).

Because we assumed no free-enthalpy difference between the
chains, equilibrium occurs when " # $ln 4, where each nucle-
otide is inserted with equal probability regardless of the under-

Fig. 2. Percentage of misincorporations as a function of the driving force ".
The minimal error rate is given by 1 $ 'A +TA $ 'T+AT $ 'C+GC $ 'G+CG " 8.3
10$5. The maximal error rate occurs at equilibrium where detailed balance
conditions are satisfied, according to which each nucleotide insertion is bal-
anced by its removal from the chain. Under this condition, and if "mn # " for
all m and n, every nucleotide is included with equal probability, and the error
rate is 0.75. The kinetic constants of Watson–Crick pairing are taken to be
k%TA # 25 s$1, k%AT # 45 s$1, k%GC # 37 s$1, and k%CG # 43 s$1 (22). The
discrimination between the nucleotide m and the template n is defined as
dmn # k%mn/k%rn, where r denotes the ‘‘correct’’ nucleotide forming the
Watson–Crick pair rn with the template nucleotide n. The discriminations take
the values dAA # dAG # dGA # 1/280,000, dCA # 1/210,000, dTT # 1/250,000, dCT #
1/570,000, dGT # 1/3,600, dAC # 1/71,000, dTC # 1/640,000, dCC # 1/2,300,000,
dTG # 1/59,000, and dGG # 1/110,000. The reversed kinetic constants are taken
as k$mn # k%mne$" according to Eq. 20, with "mn # " incorporating the
monomer concentrations (see text section on dissipation-information trade
off).

Fig. 3. Velocity of the replication process as a function of the driving force
". The maximal speed is given by (34 nt/s as explained in the text section on
DNA replication.

Fig. 4. Affinity per copied nucleotide as a function of the driving force ". The
local minimum is approximately " " 0.015 and indicates the transition be-
tween the error driven regime and the externally driven regime. Because the
growth speed is positive, this affinity is the entropy production per copied
nucleotide.

Andrieux and Gaspard PNAS ! July 15, 2008 ! vol. 105 ! no. 28 ! 9519
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Our approach
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- Coarse-graining over molecular details

vs- Two competing pathways: spontaneous and templated

- Explicit description of energy consumption and dissipation

Fuel

Waste

- Population level description
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k+
r

k−
r

= e−ΔμrL

Δμr = ϵS /L − μM

Micro-reversibility

Energy changes 
per monomer

k+
j

k−
j

= e−(Δμr−ΔμF)L

ΔμF = μF − μW > 0

Copies must be persistent  
 No lasting copy/template interactions 

 For autonomous systems, selectivity must be kinetic
→

→

[Ouldridge and Rein ten Wolde, PRL (2017)]

μM, μF, μW ⊥⊥ M
ϵS ⊥⊥ S

+ Sequence-independent energetics: 

0 ≤ q ≤ L Number of errors

Kinetic sequence selectivity:

a Specificity

q = |T − Sj | Hamming distance

k+
j , k−

j ∝ e−aq



Statistics of errors
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∂t p(NS, t) = kap(NS − 1,t) − (ka + Nkd)p(NS, t) + (NS + 1)kd p(NS + 1,t)

∂t p(0,t) = − kap(0,t) + kd p(1,t)

ka = k+
j + k+

r

kd = k−
j + k−

r

Total assembly rate

Total disassembly rate

p(NS, t) =
λNSq

NS! e−λq

λq =
ka

kd
(1 − e−kdt)

Solution
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k−
r = kr

Choice: Polymers disassemble only spontaneously for large L
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∂t p(NS, t) = kap(NS − 1,t) − (ka + Nkd)p(NS, t) + (NS + 1)kd p(NS + 1,t)

∂t p(0,t) = − kap(0,t) + kd p(1,t)

ka = k+
j + k+

r

kd = k−
j + k−

r

Total assembly rate

Total disassembly rate

p(NS, t) =
λNSq

NS! e−λq

λq =
ka

kd
(1 − e−kdt)

Solution

Ωq = (L
q)(m − 1)q

Number of sequences with  errorsq

⟨Nx⟩ = λxLΩxL

Number of copies with  
an error fraction x =

q
L

⟨NS⟩ →
t→∞

k+
r + k+

j

k−
r + k−

j

Rate parametrisation matters:

k+
j = k0e−aqe−(Δμr−ΔμF)L

k−
j = k0e−aq

k+
r = kre−ΔμrL

k−
r = kr

Choice: Polymers disassemble only spontaneously for large L



Phase diagram
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xr =
m − 1

m
+ O(L−1)

xa =
1

1 + ea/(m − 1)
+ O(L−1)

Random copies:

Accurate copies:

Finite L

No
population

Accurate

Random

(a)

(b)
0 ≤ xa ≤ xr

Δμ*,∞
F = ln m + O(L−1)

(Specificity)

(Fuel drive)

 : monomeric error fractionx = q/L



Phase transition from randomness to accuracy
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Δμ*F = ln ( m
1 + (m − 1)e−a ) + O ( 1

L )

ΔμF ≥ max
a

Δμ*F = ln m

Accurate copies dominate in the large  
 limit for all values of specificity if:L

Akin to Landauer’s principle

x =
∑x x⟨Nx⟩

∑x ⟨Nx⟩

Mean error fraction

When varying energy drive

(a) (b)
No

population

Accurate

Random

(a)

(b)



Phase diagram
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Random copies

Accurate copies

ln⟨Nx⟩ = ln λxL + ln ΩxL

ln⟨Nxr
⟩ = (−Δμr + ln m)L

ln⟨Nxa
⟩ = [ΔμF − Δμr + ln(1 + (m − 1)e−a)]L

Energetic 
contribution

Entropic 
contribution

Large L

No
population

Accurate

Random

(a)

(b)

For fixed specificity a

Can the population participating in this phase transition vanish?



Non-equilibrium steady-state current
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⟨J⟩ = L
mL

∑
j=1

(k+
j − ⟨NSj

⟩k−
j )

No
population

Accurate

Random

(a)

(b)

∼ Lk0 exp{[ΔμF − Δμr + ln(1 + (m − 1)e−a)]L}
k+

j

k−
j

k+
r

k−
r

F
WΔμF

⟨J⟩ ∼ kr⟨Nxa
⟩

No
population

Accurate

Random

(a)

(b)

No current

Dissipation but no useful information  
transmitted from template to copy



Freedom in the parametrisation of kinetic rates
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SpontaneousTemplated

k+
j

k−
j

= e−(Δμr−ΔμF)L k+
r

k−
r

= e−ΔμrLConstraints on ratios:

k+
j = k0e−axLe−ΔμrL+(1+γ)ΔμFL

k−
j = k0e−axLeγΔμFL

k+
r = kre−ΔμrL

k−
r = kr

SpontaneousTemplated

Assembly

Disassembly

γ ∈ ℝ Changes the relative timescale of the two processes

Templated disassembly dominates spontaneous disassembly for ax < γΔμF

Kinetic barriers matter even in steady-state! ⟨NS⟩ →
t→∞

k+
r + k+

j

k−
r + k−

j



Speeding up templated disassembly: finite L
γ > 0

Random

Accurate

Intermediate

Random
No

population

(a) (b)

a0

xm =
γΔμF

a

4 new phases: E-H New error fraction

14



Speeding up templated disassembly: large L
γ > 0

Random

Accurate

Intermediate

Random
No

population

(a) (b)

For fixed specificity a < a0

k+
j

k−
r

k+
j

k−
j

k+
r

k−
r

k+
j

k−
j

k−
r

15



Speeding up templated disassembly: large L
γ > 0

Random

Accurate

Intermediate

Random
No

population

(a) (b)

For fixed specificity a < a0

k+
j

k−
r

k+
j

k−
j

k+
r

k−
r

k+
j

k−
j

k−
r

xxrxa

xm =
γΔμF

a

15



• General framework to investigate energy-consuming information copying 

• Allows for a discussion of cost-accuracy trade-offs    vs   
(in particular with number  of building blocks) 

• Discussion of processes that are not tightly-coupled is possible (e.g. kinetic proofreading)

LΔμ*F xa
m

16

Take-home messages

Stephan Grill Carl Modes Frank Jülicher

[Genthon, Modes, Jülicher, Grill, Phys. Rev. Lett. (2025)]



Backup slides
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Cost-accuracy trade-off in number of monomer types  (Large )m L
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Δμ*F = ln ( m
1 + (m − 1)e−a )

xa =
1

1 + ea/(m − 1)

E*tot = L(m)Δμ*F = (1 −
ln (1 + (m − 1)e−a)

ln m ) ln Ω

Ω = mL

Energy cost per monomer

Total energy cost

Number of “messages” of length  in base L m

Error fraction of accurate copies

Accuracy

Cost



Cost-accuracy trade-off in number of monomer types  (Large )m L

18

Δμ*F = ln ( m
1 + (m − 1)e−a )

xa =
1

1 + ea/(m − 1)

E*tot = L(m)Δμ*F = (1 −
ln (1 + (m − 1)e−a)

ln m ) ln Ω

Ω = mL

Energy cost per monomer

Total energy cost

Number of “messages” of length  in base L m

Error fraction of accurate copies

Accuracy

Cost

∂E*tot

∂m
< 0

∂xa

∂m
> 0

Trade-off:

0 1 2
£10°5

3

4

5

6
£104 + 5.9914 £ 109

m = 2

m = 50

m = 20

For translation:

xa

E* to
t

(k
BT

)



General phase diagram
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Example:              β > α

k−
j = k0e−axLe−(αΔμr−γΔμF)L

k−
r = kre−βΔμrL

k−
j = k0e−axLe−((1+α)Δμr−(1+γ)ΔμF)L

k−
r = kre−(1+β)ΔμrL

Templated:

Spontaneous:

Arbitrary splittings:

α, β, γ ∈ ℝ



Kinetic proofreading
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- Random number  of fuel-consuming proofreading cycles 

     distribution of values for  

N

→ ΔμF

- Explicit coarse-graining over proofreading pathways 

     effective specificity   
     effective per-monomer energy 

→ a(x, L)
→ ΔμF(L)

- Weak proofreading limit (single-state polymerase backtracking) 

     increase of the specificity   
     decrease of the error fraction  

→ aKP > a
→ (xa)KP < xa

(a) (b)
template copying

information erasure

dissipation

kinetic proofreading

N timesΔμ

ΔμF = Δμ0 + NΔμ

p(N) → p(ΔμF)


