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Glass relaxation and hysteresis of the glass transition by molecular dynamics simulations

Zegao Liu,1 Yushu Hu,1 Xin Li,1 Weiying Song,1 Sushmit Goyal,2 Matthieu Micoulaut,3,* and Mathieu Bauchy1

1Physics of AmoRphous and Inorganic Solids Laboratory (PARISlab), Department of Civil and Environmental Engineering,
University of California, Los Angeles, California 90095, USA

2Science and Technology Division, Corning Incorporated, Corning, New York 14831, USA
3Physique Théorique de la Matière Condensée, Sorbonne Université, Paris, 75252, France

(Received 19 June 2018; revised manuscript received 24 August 2018; published 21 September 2018)

As out-of-equilibrium materials, glasses continually tend to relax toward the metastable supercooled liquid
state. Glass relaxation can result in a nonreversible glass transition upon a cooling/reheating cycle. Here,
based on molecular dynamics simulations, we present a methodology combining thermal cycles and inherent
configuration analysis to investigate the features of relaxation and glass transition reversibility. By considering
three archetypical silicate glasses, viz., silica, sodium silicate, and calcium aluminosilicate, we show that, for all
the glasses considered herein, the enthalpy relaxation can be well described by mode-coupling theory. Further,
we demonstrate the existence of a decoupling between enthalpy and volume relaxation. Finally, we show that
enthalpy relaxation results in a nonreversible glass transition—the degree of nonreversibility being strongly
system-specific.
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I. INTRODUCTION

The crystallization of a liquid can be avoided if cooled fast
enough [1]. At temperatures lower than the melting temper-
ature, supercooled liquids are a thermodynamic metastable
state [2]. With decreasing temperature, the viscosity η and the
relaxation time to equilibrium τ tend to dramatically increase.
At some reference temperature defined in the literature as the
glass transition temperature Tg, η reaches the value 1012 Pa · s,
which roughly corresponds to a relaxation time of 100 s
[3]. At lower temperatures, the very viscous liquids exhibit
all the typical macroscopic properties of a solid and these
properties now depend on the waiting time before the realized
measurement [4,5]. This simply signals that glasses are out-
of-equilibrium materials and their properties evolve slowly
with time [6].

A conventional means to measure such effects is to rely
on calorimetric methods. As the equilibration cannot proceed
further upon cooling (because of the rapid increase of the
relaxation time with decreasing temperature) the enthalpy
curve or the volume curve deviates from the high-temperature
equilibrium line at the fictive temperature Tf—this temper-
ature Tf depending explicitly on the cooling rate [3]. As
a result, the specific heat (Cp) displays an abrupt decrease
across Tf , which signals that the translational and rotational
degrees of freedom of the glass are now frozen [7]. However,
even in the resulting glassy state, the material continues to
relax toward lower enthalpies, but over timescales that exceed
the laboratory timescale by several orders of magnitude [2].
Upon reheating, the behavior of the specific heat is markedly
different from the cooling curve and a hysteresis can be evi-
denced. The extent of hysteresis depends on the heating rate,
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the temperature at which the glass has relaxed, and the waiting
time before which the calorimetric experiment is performed
[3]. This heating experiment, furthermore, leads to a heat
capacity overshoot at the glass transition and this endotherm
signals that relaxation has taken place due to their intrinsic
out-of-equilibrium nature of the glassy state [8]. Relaxation
effects are technologically important as they can cause unde-
sirable variations in the dimensions of glassy substrates for
displays application during processing, which can eventually
result in some pixel misalignment [9]. In select situations and
applications, one is targeting a reduced relaxation tendency
that can induce a minimal hysteresis in enthalpy or molar
volume. However, it is not clear which physical and chemical
properties drive such “ideal” glasses. Yet, it has recently been
found that such hysteresis curves are minimized when the
liquid reaches a critical mechanical state with an optimal
reduction of both low-frequency relaxation and bond energy
minima of the potential-energy landscape [10,11].

Molecular dynamics (MD) simulations can shed some
light on such phenomena by relating the thermal or energy
behavior with different materials properties such as structure
and mechanical properties [12]. In this respect, the relaxation
of glass has been related to the effects of pressure [10], com-
position [13], coordination numbers [14], and other factors
[15]. However, a well-known shortcoming of MD simulations
is their timescale, which can only extend to the μs range—so
that the typical timescales associated with glassy relaxation
at Tg (seconds) are out of reach [16]. Correspondingly, the
viscosity range that can be investigated is of about tens or
hundreds of Pa·s only. However, one has to keep in mind that
all the salient features associated with the experimental onset
of an out-of-equilibrium dynamics can be recovered from
simulations—although the associated timescale is shifted with
respect to experiments [17,18]. This timescale difference
leads to an overestimation of the glass fictive temperature,
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which is usually larger in simulations by several hundred of
degrees when compared to the experimental counterpart due
to much larger cooling rates (on the order of a few K/ps). Such
large values of cooling rates are actually fairly compatible
with those experienced experimentally in very small samples,
wherein surface is large as compared to volume—so that sur-
face energy dissipation can occur fast [19]. Numerical studies
have, furthermore, revealed that the relaxation time and the
viscosity can be accurately investigated from simulations and
associated results compare favorably with experimental data
of high-temperature liquids—while being sometimes extrap-
olated with confidence to lower temperatures [20]. Similarly,
the freezing of density-density correlations in Fourier space at
low temperature can also be recovered (i.e., the β-relaxation
plateau associated with the cagelike dynamics of supercooled
liquids) and the behavior of heat capacities across the glass
transition region is rather well-described [15]. Having such
intrinsic limitations at hand, MD simulations represent, still, a
powerful technique able to substantiate the notion of glass re-
versibility and connect the behavior with materials properties
at large.

In the present paper, we address this issue of glass
reversibility by focusing on numerical cooling/heating cy-
cles across the glass transition. We perform MD simula-
tions of three archetypal silicate glasses: (i) silica, SiO2, the
base system for all silicate glasses [3], (ii) sodium silicate,
(Na2O)30(SiO2)70, a model for all alkali silicate glasses used
for ion-exchange treatments [21,22], and (iii) calcium alumi-
nosilicate, (CaO)24(Al2O3)24(SiO2)52, a model for all alkali-
free display glasses used for liquid-crystal display (LCD) and
organic light-emitting diode (OLED) glass substrates [9]. A
methodology combining thermal cycles and inherent config-
uration analysis is introduced and serves for the characteri-
zation of the features of relaxation in relationship with glass
transition reversibility. We first show that our simulations re-
produce the generic features of the glass transition. Following
this, we find that, for all the considered glasses, enthalpy
relaxation follows a power-law dependence as a function of
the cooling rate—in agreement with an earlier prediction
of mode-coupling theory. This permits us to determine the
increase of enthalpy at 0 K due to a finite cooling rate with
respect to that which would be achieved for a (fictitious)
zero-cooling rate. Further, we demonstrate that enthalpy and
volume relaxation are decoupled from each other. Then, we
perform cooling/heating cycles in order to measure the degree
of relaxation visible from the extent of the induced hysteresis
curve. We find that both the enthalpy relaxation and the range
of temperature over which it occurs are strongly system-
specific, although some general conclusions can be drawn.

II. SIMULATION DETAILS

A. Preparation of the melts

To establish our conclusions, three archetypal silicate
glasses are simulated with MD: (i) silica (S), SiO2; (ii) sodium
silicate (NS), (Na2O)30(SiO2)70; and (iii) calcium alumi-
nosilicate (CAS), (CaO)24(Al2O3)24(SiO2)52. All simulations
were carried out with the LAMMPS package [23]. The initial
liquid configurations were generated by (i) randomly placing
around 3000 atoms in a cubic simulations box while ensuring

the absence of any unrealistic overlap, (ii) melting the system
at 4000 K for 100 ps (NV T ensemble) to ensure the loss of
the memory of the initial configuration, and (iii) relaxing the
system at 4000 K under zero pressure (NPT ensemble) for
100 ps. For all systems, a time step of 1 fs is used, while
temperature and pressure are imposed via a Nosé-Hoover
thermostat and barostat, using some damping parameter of
100 and 1000 fs, respectively [24,25].

Since empirical force fields have a limited transferability
over varying configurations, a specific interatomic potential
was chosen for each system. However, although each potential
relies on a system-specific parametrization, they all rely on
fixed partial charges and a simple two-body Buckingham
potential formulation. In all cases, the Coulombic interac-
tions were evaluated with the Ewald summation method—
with a convergence criterion factor of 10−5. First, the well-
established potential developed by van Beest, Kramer, and
van Santen (BKS) was used to simulate silica [26]. The cutoff
was fixed at 5.5 and 10 Å for the short-range and Coulombic
interactions, respectively—as this specific choice has shown
to yield an improved description of the glass density [27]. The
BKS potential has shown to offer a very good description of
the structural, dynamical, and mechanical properties of silica
[27–30]. Second, we relied on the potential parametrized by
Teter to simulate the NS glass [31]. The cutoff was fixed at 8
and 12 Å for the short-range and Coulombic interactions, re-
spectively. This potential has been extensively studied and has
been found to offer an excellent description of the structural,
dynamical, vibrational, and thermodynamical properties of
NS glasses [10,17,29,31–39]. Finally, the potential developed
by Jakse and co-workers was used to simulate the CAS glass
[40,41]. The cutoff was fixed at 8 and 12 Å for the short-range
and Coulombic interactions, respectively. This potential has
shown to yield an excellent description of the structural, me-
chanical, and vibrational properties of CAS glasses [29,42].

B. Thermal cycling methodology

To assess the degree of reversibility of the glass transition
of these systems, all three glasses were subjected to a thermal
cycle, details of which are as follows [11,43]. Starting from
well-relaxed liquid configurations, the systems were cooled
and subsequently reheated at varying cooling/heating rates
(from 100 to 0.1 K/ps, with temperatures steps of 100 K)
in the NPT ensemble and zero pressure. To filter out any
thermal effect, 16 independent configurations were extracted
every 1 ps at the end of each temperature step. All config-
urations were then subjected to an energy minimization in
order to compute the enthalpy of their inherent configuration
(local ground-state enthalpy) [17,44]. All the results presented
below are averaged over these 16 configurations. We ensured
that the results of the thermal cycling simulations are not
affected by any spurious effect of the thermostat and barostat
(see Supplemental Material) [45].

III. RESULTS AND DISCUSSION

A. Features of the glass transition

Figure 1 represents the local ground-state enthalpy H as a
function of the temperature T (i.e., the enthalpy of the inherent
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FIG. 1. Local ground-state enthalpy H (T ) (i.e., enthalpy of the inherent configuration) as a function of temperature T under select cooling
rates for (a) silica (S), (b) sodium silicate (NS), and (c) calcium aluminosilicate (CAS). Note that each panel has a different y axis.

configuration for each temperature). For all systems, H de-
creases monotonically with decreasing temperature. We note
that S has the lowest ground-state enthalpy, which is found
between −5515 and −5500 kJ/mol for the studied cooling
rates, whereas NS has the highest ground-state enthalpy. Since
the enthalpy also reflects at the atomic scale a bond energy
density, this result agrees with the fact that S is more poly-
merized and NS is less polymerized due to the formation of
nonbridging oxygen species caused by sodium atoms [31].

At a certain temperature (the fictive temperature [46],
called Tf hereafter), the salient features of the glass transition
are recovered and a break in the slope of H (T ) is observed
for the three glasses. This is an indication that the system
can no longer equilibrate over the imposed computational
timescale. We, furthermore, note that S and CAS glasses
have a sharper transition [given the obvious larger changes in
dH (T )/dT across the glass transition], whereas NS exhibits
a more gradual transition. When the position of the break in
slope is considered (i.e., the fictive temperature), we find that
Tf (S) > Tf (CAS) > Tf (NS), in agreement with experimental
results [47–49]. Further, the fictive temperature decreases with
decreasing cooling rate for the three glasses [46]. Overall, the
simulations reproduce the generic features of the effect of the
cooling rate on the enthalpy across the glass transition.

For S and CAS glass, the local ground-state enthalpy H (T )
shows a plateau at low temperature and H (T ) barely depends

on temperature. This signals a weak temperature dependence
of the specific heat. The zero-temperature ground-state en-
thalpy decreases monotonically with decreasing cooling rate
for the three glasses, which is in line with experimental
results [10,50] and is simply the indication that the glasses
achieved with a lower cooling rate have relaxed toward lower
energy values. Conversely, there is no such plateau for the NS
glass and a continuous decrease upon decreasing temperature
is observed. The suggests that, unlike S and CAS glasses,
NS exhibits some more pronounced structural relaxation that
leads to a larger enthalpic evolution below Tf . This effect
likely results from the higher mobility of the Na atoms, even
at low temperature [51]. For instance, we find that, at 800 K
(i.e., below Tf ), the mobility of the Na atoms is nearly two
orders of magnitude higher than that of all the other species
(including Ca atoms; see Supplemental Material) [45].

We next focus on the variations in the molar volume Vm

(Fig. 2). For the NS and CAS glasses, the molar volume
decreases monotonically with decreasing temperature [52]
and a break of slope is also observed around the fictive
temperature—although the break of slope is not as sharp as
that observed in the case of the local ground-state enthalpy.
Note that the break of slope leads to a change in the thermal
expansion coefficient at the glass transition [53]. For silica,
one notices that the molar volume exhibits an anomalous
behavior, that is, a minimum at around 5000 K—in agreement

0 2000 4000 6000 8000
Temperature (K)

26

26

26

27

28

M
ol

ar
 v

ol
um

e 
(c

m
3 /m

ol
)

100 K/ps
10 K/ps
1K /ps
0.1 K/ps

(a)

S

0 1000 2000 3000 4000
Temperature (K)

20

25

30

35

M
ol

ar
 v

ol
um

e 
(c

m
3 /m

ol
)

100 K/ps
10 K/ps
1 K/ps
0.1 K/ps

(b)

NS

0 1000 2000 3000 4000
Temperature (K)

25

26

27

28

29

30

M
ol

ar
 v

ol
um

e 
(c

m
3 /m

ol
)

100 K/ps
10 K/ps
1 K/ps
0.1 K/ps

(c)

CAS

FIG. 2. Molar volume as a function of temperature upon select cooling rates for (a) S, (b) NS, and (c) CAS. Note that each panel has a
different y axis.
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FIG. 3. (a) Residual enthalpy �H (γ ) = H (γ )–H (γ = 0) at 0 K for the S, NS, and CAS glasses as a function of the cooling rate γ , where
H (γ = 0) is obtained by fitting H (γ ) with a power law H (γ ) = H (γ = 0) + (Aγ )1/δ . The solid lines are power-law fits [see Eq. (1)]. (b)
Molar volume at 0 K of the three glasses considered herein as a function of the cooling rate. The solid lines are to guide the eye.

with previous simulations that point to the existence of a
liquid-liquid transition in high-temperature liquids and their
thermodynamic anomalies [28,54–57]. Note that the location
of such transitions might be not be directly comparable to
our results because of the sensitivity of such transitions to
the employed force field. We note that, once in the glassy
state, silica exhibits the lowest extent of thermal expansion,
in agreement with experimental results [3]. In general, slower
cooling rates result in more compact glasses with lower molar
volumes, with the notable exception of silica [58]. NS has
the lowest molar volume in general (i.e., more compact),
which arises from the fact that Na atoms efficiently fill the
empty space within the silicate network [3]. We also note that
the cooling rate primarily affects the coefficient of thermal
expansion of silica [54], whereas those of the NS and CAS
glasses are largely unaffected [17].

B. Effect of the cooling rate on the glass properties

We now turn our attention to the effect of the cooling rate
on the glass properties at zero temperature. A log-log plot of
the zero-temperature ground-state enthalpy H as a function
of the cooling rate γ suggests a power-law dependence, as
predicted by mode-coupling theory [17,59]:

H (γ ) = H (γ = 0) + (Aγ )1/δ, (1)

where A and δ are some fitting parameters, and H (γ = 0)
is the enthalpy that would be achieved for a (fictitious) zero-
cooling rate, i.e., after infinitely slow cooling. Note that,
in practice, the glass would necessarily crystalize if cooled
infinitely slowly [2]. We find H (γ = 0) = −5521, −3731,
and −4711 kJ/mol for S, NS, and CAS, respectively, which
scales well with the degree of polymerization (that is, the
higher the glass connectivity, the more energetically stable the
glass is).

These parameters are used to calculate the residual en-
thalpy �H (γ ) = H (γ )–H (γ = 0) of the glass at zero tem-
perature as a function of the cooling rate, that is, the increase
in enthalpy at 0 K due to a finite cooling rate γ with respect to

the one that would be achieved at zero-cooling rate. As shown
in Fig. 3(a), we find that, although the ground-state enthalpy
of the three glasses considered herein strongly depends on
composition, the dependence on the cooling rate appears to
be fairly similar—we find δ = 4.3, 4.7, and 4.1 for the S, NS,
and CAS glasses, respectively.

Similarly, we represent in Fig. 3(b) the molar volume at
0 K, which slightly decreases with decreasing cooling rate for
NS and CAS glass. Both systems display an opposite behavior
to silica, which exhibits an increase in the molar volume with
decreasing cooling rate due to its anomalous behavior [18,54].
Overall, we note that the room-temperature molar volume of
NS exhibits the lowest dependence on the cooling rate. This
likely arises from that, thanks to the high mobility of Na
atoms (see Sec. III A and Supplemental Material) [45], the
NS glasses are able to partially continue to relax below their
fictive temperature—so that the shift of its fictive temperature
upon varying cooling rate only has a limited effect on its
final volume. This suggests that such low-temperature volume
relaxation might not be controlled by the viscosity of the
glass [60].

C. Decoupling between enthalpy and volume relaxation

A linear fitting of the high- and low-temperature domains
of H (T ) or Vm(T ) permits one to determine the glass fictive
temperature Tf (i.e., as the temperature at which the two linear
functions intercept), which, in turn, allows us to substanti-
ate the relationship between Tf and the cooling rate γ (see
Fig. 4). In the case of silica, the fictive temperature is defined
as the point at which the molar volume starts to decrease
with decreasing temperature. As expected, we note that Tf

decreases with decreasing cooling rate γ . This arises from the
fact that, upon decreasing cooling rate, the threshold at which
the relaxation time of the supercooled liquid exceeds the
simulation time (i.e., the point at which the system goes out of
equilibrium) shifts toward lower temperatures [3]. However,
we note that the fictive temperature determined from the
break in slope in Vm(T ) is systematically higher than that
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FIG. 4. Fictive temperature Tf as a function of the cooling rate γ for the (a) S, (b) NS, and (c) CAS glasses (calculated from the break in
slope of the ground-state enthalpy and molar volume vs temperature curves; see Figs. 1 and 2). The dashed lines are to guide the eye. Note that
each panel has a different y axis.

obtained from the break in slope in H (T ) (see Fig. 4), which
is in line with previous simulations conducted for a Lennard-
Jones glass [61]. This suggests the existence of a decoupling
between enthalpy and volume relaxation, as further discussed
below.

We now further investigate the distinct features of enthalpy
and volume relaxation. Although its applicability has been
questioned [62–64], the Kissinger equation [65,66] can be
conveniently used to estimate the apparent activation energy
�h∗ of glass transition or structural relaxation:

ln

(
γ

T 2
f

)
= −�h∗

RTf
+ const, (2)

where γ is the cooling rate, Tf the fictive temperature, and
R the perfect gas constant. Figure 5 shows the Kissinger
plots capturing the dependence of the fictive temperature
on the cooling rate for the three glasses considered herein.
Overall, we note that, despite the statistical fluctuations that
are inherent to small simulated systems, the Tf data can be
fairly well fitted by the Kissinger equation—both in the case
of enthalpy and volume relaxation. Table I presents the appar-
ent activation energy values resulting for the fits (performed
by linear regression of the data presented in Fig. 5). These
values are of the same order of magnitude than the apparent
activation energy of volume relaxation previously reported
for a soda-lime silicate (309 kJ/mol) [66] and a borosilicate

glass (615 kJ/mol) [46]. Overall, we observe that the apparent
activation energy of silica is significantly larger than those of
the sodium silicate and calcium aluminosilicate glasses—both
for enthalpy and volume relaxation. This is in line with the fact
that the NS and CAS glasses are more depolymerized than
silica, which facilitates relaxation.

However, we note that, interestingly, the apparent activa-
tion energy associated with volume relaxation is systemati-
cally higher than that associated with enthalpy relaxation (by
43% to 65%). This demonstrates the existence of a bifurcation
between enthalpy and volume relaxation and suggests they
occur via distinct mechanisms. Specifically, our results sug-
gest that volume relaxation is associated with larger energy
barriers and, hence, is less kinetically favored than enthalpy
relaxation. These observations are in agreement with previ-
ous results suggesting that volume relaxation is significantly
slower than enthalpy relaxation [60,67]. This was explained
from the fact that volume relaxation occurs through long-
range reorganizations of the network, whereas enthalpy relax-
ation occurs through short-range reorganizations [60,68,69].

D. Reversibility of the glass transition

We now focus on the question of the glass reversibil-
ity. Once the glasses have been obtained, we heat the sys-
tems back up with the same absolute rate as during the
cooling protocol (see Sec. II B). Figure 6 represents such
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FIG. 5. Kissinger plots for the (a) S, (b) NS, and (c) CAS glasses. The lines are Kissinger fits [Eq. (2)], which allow us to estimate an
apparent activation energy of enthalpy and volume relaxation (see Table I).
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TABLE I. Apparent activation energies associated to the en-
thalpy and volume relaxation in the silica, sodium silicate, and
calcium aluminosilicate glasses, as obtained by fitting the curves
presented in Fig. 5 by Eq. (2).

Enthalpy Volume
relaxation, relaxation,

Glass kJ/mol kJ/mol

Silica (S) 1200 1980
Sodium silicate (NS) 165 239
Calcium aluminosilicate (CAS) 181 259

cooling/heating cycles across the glass transition. We note
that, upon reheating, the local ground-state enthalpy differs
from that obtained upon cooling, which signals the onset of
enthalpic relaxation—as observed experimentally or also evi-
denced from kinetic constraint models [70]. More specifically,
the decrease in the local ground-state enthalpy explored upon
reheating indicates that the glass has, indeed, relaxed toward a
lower energy state. This feature is compatible with the “over-
shoot” that is typically observed in calorimetry experiments
[71]. However, it is seen that such a behavior is strongly
system dependent. For instance, for a given heating/cooling
rate (e.g., 1 K/ps), S displays a larger hysteresis curve when
compared to the NS or CAS systems.

E. Glass relaxation at the vicinity of the glass transition

In order to further quantify the enthalpy relaxation as a
function of temperature, we calculate the enthalpy relaxation
�H = H cool(T )–H heat (T ), which is here defined, at fixed
cooling/reheating rate, as the ground-state enthalpy differ-
ence between the cooling and the heating curves. Figure 7
represents such quantity for the three systems at different
cooling/heating cycles. It is interesting to note that the tem-
perature at which enthalpic relaxation is maximum (i.e., the
maximum of �H in Fig. 7) is close to the fictive temperature
and this typical temperature exhibits qualitatively the same
dependence on the cooling rate as that of Tf , i.e., it decreases
with decreasing cooling rate. This can be understood from
the following. At high temperature (T � Tf ), no relaxation

is observed since the typical relaxation time is several orders
of magnitude lower (picoseconds) than the typical simulation
time. As such, the system is at (metastable) equilibrium with
no thermodynamic driving force for relaxation. Therefore, the
liquid tracks the imposed temperature variation (i.e., �H =
0). On the other hand, at low temperature (T � Tf ), relax-
ation is barely observed because the dynamics is too slow
with a large viscosity and relaxation that is kinetically frozen.
This is related to the fact that the glass is trapped in some
local minimum in the enthalpy landscape [characterized by
H cool(γ )] and, as a result, the system follows instantaneously
the imposed temperature change (i.e., �H = 0). Eventually,
relaxation can only occur around T = Tf , that is, when the re-
laxation time becomes comparable to the typical observation
time.

We further describe the relaxation dynamics by fitting the
decrease in enthalpy induced by relaxation with a Gaussian
function:

�H = �Hmax exp

[
–(T − Tmax)2

2�T 2

]
, (3)

wherein Tmax represents the temperature where relaxation
is maximum, �Hmax the maximum extent of enthalpy re-
laxation, and �T the typical temperature range over which
relaxation occurs. Note that �H (T ) is not fully symmetric
with respect to Tmax so that a Gaussian function may not
offer the best fit (and may not have a clear physical origin).
However, the goal of the present fit is only to extract these
three relevant fitting parameters. To avoid any spurious effect
of the high-temperature fluctuations observed in Fig. 7 on
the outcome of the fit, we apply on the data a weighting
factor w = 1/T (where T is the temperature) during the
fitting procedure. This allows us to place more emphasis on
the low-temperature data (which exhibit lower uncertainty).
At the highest cooling/heating rate (100 K/ps), we obtain
�Hmax = 2.1, 1.8, and 2.9 kJ/mol for the S, NS, and CAS
glasses, respectively. The dependence of the three metrics
yielded by the fit on the cooling/heating rate is described in
the following (Fig. 8).

For all the glasses considered in the present paper, Tmax

decreases with decreasing cooling/reheating rate [Fig. 8(a)].
The value of Tmax is very close to the fictive temperature and
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FIG. 6. Local ground-state enthalpy H (T ) (i.e., enthalpy of the inherent configuration) as a function of temperature under select
cooling/reheating rates for (a) S, (b) NS, and (c) CAS glasses. The solid (same as Fig. 1) and dashed curves refer to the cooling and heating
simulations, respectively. Note that each panel has a different y axis.
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FIG. 7. Relaxation enthalpy (i.e., difference of ground-state enthalpy upon cooling and reheating) as a function of temperature for (a) S,
(b) NS, and (c) CAS glasses. The solid lines are Gaussian fits. The values are vertically shifted for clarity. The cooling/reheating rates are (from
top to bottom) 100, 10, 1, and 0.1 K/ps.

exhibits a similar dependence on the cooling rate—as also
determined recently [72]. We furthermore note that, in the
case of the sodium silicate glass, an extrapolation of Tmax(γ )
toward lower cooling rates values (typically 1 K/s) leads to
a value that is comparable to the glass transition temperature
observed experimentally (see [Ref. [17]]). The Tmax of S is
overall higher than the Tmax of NS and CAS—a result that
is also consistent with the experimental observations, i.e., S
has the highest Tg, which is reduced once depolymerization is
produced by the addition of modifiers as it is the case for NS
and CAS [3].

The maximum enthalpy relaxation (�Hmax) decreases with
decreasing cooling rate for the three glasses [Fig. 8(b)]. The
origin of this trend is illustrated in Fig. 9 and is explained
in the following. Slower cooling rates result in more relaxed
(i.e., more stable) glasses [see Figs. 1 and 3(a)]. However,
slower heating rates provide more time to the formed glass
to further relax upon reheating. Figure 9 shows the typical
shape of the stretched-exponential relaxation of a glass in
isothermal condition. The black arrows indicate the extent
of enthalpy relaxation that can be achieved upon cooling
and then reheating. Note that, since the cooling and heat-
ing rates are equal to each other, the times over which the
system is able to relax at a given temperature upon cooling

and subsequent reheating are the same. However, due to the
stretched-exponential nature of glass relaxation, the extent of
relaxation achieved upon reheating is lower than that achieved
upon cooling. The red arrows now indicate the relaxation
that can be achieved upon slower cooling and reheating. It
can be observed that, although the observation (simulation)
time increases, the actual extent of enthalpy relaxation is
lower than upon faster cooling/reheating. As such, varying
the cooling/heating rate can be used to describe the relaxation
dynamics at different stages, namely, early-stage relaxation
for high cooling/heating rates and longer-term relaxation for
lower cooling/heating rates (see Fig. 9). Hence, the fact
that �Hmax decreases with decreasing cooling/heating rate
indicates that most of the relaxation occurs at early stage
and that the relaxation dynamics subsequently slows down,
consistently with the stretched-exponential nature of glass
relaxation) [15,60,67,68,73,74]. Overall, we find that NS has
the smallest �Hmax. This may arise from the high mobility
of the Na atoms, which allows some significant relaxation to
occur during the cooling phase at T < Tf .

Finally, we focus our attention on �T [see Fig. 8(c)]. �T

can be considered as being the extent of temperature over
which relaxation can occur, that is, over which the relaxation
time of the glass is high enough (i.e., otherwise the system
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FIG. 8. (a) Temperature at which the enthalpy relaxation is maximum (Tmax), (b) maximum extent of enthalpy relaxation (�Hmax), and (c)
typical range of temperature over which enthalpy relaxation occurs (�T ) as a function of the cooling/heating rate for S, NS, and CAS. The
lines are to guide the eye.
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FIG. 9. Schematic showing the typical stretched-exponential en-
thalpy relaxation of a glass in isothermal conditions. The arrows
indicate the extent of relaxation that can be achieved between cooling
and subsequent reheating in the case of (black) fast cooling/heating
and (red) slow cooling/heating.

would have already fully relaxed upon cooling and would be
at equilibrium), but not too high (i.e., otherwise relaxation
would be too slow to be observed at all within the timescale
of our simulation)—i.e., �T is the range of temperature for
which the relaxation time is high enough for the system to
be out of equilibrium, but low enough for relaxation to be
kinetically allowed. Hence, relaxation is only observed when
the relaxation time of the glass becomes comparable to that of
our simulation time. Based on this, the extent of temperature
over which the relaxation time is comparable to the simulation
time should be controlled by the derivative of the relaxation
time with respect to temperature (i.e., the glass fragility)
[75]. Since the viscosity (and relaxation time) increases ex-
ponentially with decreasing temperature, we would expect,
upon decreasing cooling rate, the extent of the temperature

window over which the relaxation time is comparable to the
simulation time should decrease. This should result in a more
well-defined glass transition (i.e., lower �T ) upon decreasing
cooling rate. Although such a trend is partially verified for the
NS and CAS glasses [see Fig. 8(c)], the fluctuations in the
data do not allow us to conclusively confirm this behavior.
The relationship between �T and glass fragility is also in
agreement with the fact that we find silica to exhibit the largest
�T , in agreement with its low fragility value [76].

IV. CONCLUSIONS

In summary, we have studied relaxation and glass transition
reversibility in three archetypical silicate glasses by means
of molecular dynamics simulations. Overall, the simulations
reproduce the generic features of the glass transition and of
its dependence on the cooling rate. This analysis confirms
that the glass ground-state enthalpy (i.e., the position locally
occupied by the glass within the enthalpy landscape) exhibits
a power-law dependence on the cooling rate, in agreement
with mode-coupling theory. Based on these simulations, a sys-
tematic bifurcation between enthalpy and volume relaxation is
evidenced, which suggests that they occur via distinct mech-
anisms. Finally, based on a methodology combining thermal
cycles and inherent configuration analysis, we characterize the
degree of (ir)reversibility of the glass transition. We find that
both the extent of irreversibility and the range of temperature
over which relaxation occurs are strongly system-specific.
Overall, the present results provide a numerical assessment
of the calorimetric glass transition using MD simulations,
and should permit investigation in the future of the effect of
composition or pressure on glass relaxation.
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