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Abstract

We consider a family of birational measure-preserving transformations of two complex variables, depending on one param-
eter for which simple rational expressions for the dynamical zeta function have been conjectured, together with an equality
between the topological entropy and the logarithm of the Arnold complexity (divided by the number of iterations). Sim-
ilar results have been obtained for the adaptation of these two concepts to dynamical systems of real variables, yielding
to introduce a “real topological entropy” and a “real Arnold complexity”. We try to compare, here, the Kolmogorov–Sinai
metric entropy and this real Arnold complexity, or real topological entropy, on this particular example of a one-parameter
dependent birational transformation of two variables. More precisely, we analyze, using an infinite precision calculation, the
Lyapunov characteristic exponents for various values of the parameter of the birational transformation, in order to compare
these results with the ones for the real Arnold complexity. We find a quite surprising result: for this very birational example,
and, in fact, for a large set of birational measure-preserving mappings generated by involutions, the Lyapunov characteristic
exponents seem to be equal to zero or, at least, extremely small, for all the orbits we have considered, and for all values of the
parameter. Birational measure-preserving transformations, generated by involutions, could thus allow to better understand the
difference between the topological description and the probabilistic description of discrete dynamical systems. Many bira-
tional measure-preserving transformations, generated by involutions, seem to provide examples of discrete dynamical systems
which can be topologically chaotic while they are metrically almost quasi-periodic. Heuristically, this can be understood as a
consequence of the fact that their orbits seem to form some kind of “transcendental foliation” of the two-dimensional space
of variables. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

To study the complexity of continuous or discrete dynamical systems, a large number of concepts have been
introduced [1,2]. A non-exhaustive list includes the Kolmogorov–Sinai metric entropy [3,4], the Adler–Konheim–
McAndrew topological entropy [5], the Arnold complexity [6], the Lyapunov characteristic exponents, the various
fractal dimensions [7,8], the Feigenbaum’s numbers of period doubling cascades [9,10], etc. Many authors have
tried to study and discuss the relations between these various notions in an abstract framework [11,12]. Inequalities
have been shown: for instance the Kolmogorov–Sinai metric entropy is bounded by the topological entropy, and
one can also mention the Kaplan–Yorke relation [13,14]. Furthermore, many specific dynamical systems have been
introduced enabling to see these notions at work. Some of the most popular are the Lorentz system [15], the baker
map [16], the logistic map [17], the Hénon map [18]. Each of these systems has been useful to understand and
exemplify the previous complexity notions.

As far as dynamical systems are concerned one must say that there exist a quite sharp cultural difference between
physicists and mathematicians. In its most extreme form, physicists will consider as (physically) interesting the
mappings of a unique1 variable for which some results can be obtained, or, at least, some calculations can be
performed, like the mappings of the interval, the zig-zag maps, the logistic map, and two “historical” systems of more
than one variable, the Hénon map and the Lorentz system, and mathematicians will consider as (mathematically)
interesting the continuous (differentiable) systems (flows) for which theorems can be obtained, namely hyperbolic
systems which can be seen as smooth diffeomorphisms on smooth compact spaces.

However, if one does not have such prejudice, and is only willing to study the dynamical systems that occur in
true nonlinear physical phenomena, one is led to study dynamical systems of several variables which are neither
hyperbolic [19] nor smooth, and present some mix between regularity and chaos. Very few results are available.
In particular one would like to build some new tools in order to describe and understand the “complexity” of such
multi-dimensional dynamical systems. We want to understand, beyond the well-known phenomena occurring with
very few variables and widely described in the literature on chaos (strange attractors, period doubling, etc.), what
physics comes specifically from the occurrence of several variables (Arnold diffusion, etc.).

In this respect, polynomial transformations of several variables are the most natural and simple mappings to
study. In fact, the computer analysis of dynamical systems very often amounts to performing (quite uncontrolled)
sneaking polynomial truncations of the “true” systems. To be numerically rigorous one should compare a large
set of polynomial truncations and take into account only the results that are unchanged according to these various
truncations. This yields a strong (numerical) bias in favor of polynomials, and even polynomial iterations on rational
numbers. It should be noticed that the physics of polynomial mappings of several variables tends (generically) to be
dominated by the collapse to a few attracting fixed points, and by some features already encountered with mappings
of very few variables and corresponding to the (generically) irreversible character of the polynomial mappings
(strange attractors, period doubling, etc.). Therefore the next step, in order to get some interesting, or simply new,
physics, amounts to considering polynomial or rational transformations (so that many computer numerical or formal
calculations can actually be performed), which are reversible, in order to get some interesting new features for the
phase space. This allows to consider birational transformations [23,24]. This set of transformations is particularly
interesting from a numerical point of view, since one can totally control the calculations (see below). Actually let us
recall that birational transformations naturally occur in lattice statistical mechanics, in the framework of Yang–Baxter
equations, and, beyond, occur canonically as (infinite discrete) symmetries of the phase diagrams of the lattice models

1 In this respect renormalization type arguments are used to argue that the true multi-dimensional systems (turbulence, etc.) will reduce, at
the end of the day, to dynamical systems of very few variables. In addition, one can also argue that dynamical systems with very few variables
actually exhibit some features of the true multi-dimensional systems (see, for instance [20–22]).
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[25,26] far beyond the very narrow framework Yang–Baxter integrable models. Unfortunately, the set of birational
transformations is, generically, a huge one and, furthermore, the problem of the proliferation of singularities, in the
iteration process, is a very serious and involved one. However, let us emphasize that the birational transformations
inherited from lattice statistical mechanics are, in fact, birational transformations generated by involutions that
happen to be measure-preserving maps. Therefore, we are not considering the most general (and mathematically
difficult) framework of the most general birational transformations, but a more “controlled” framework of birational
measure-preserving transformations generated by involutions, thus providing naturally some nice reversibility and
regularity for the dynamical system. Let us, however, underline that a reversible measure-preserving transformation
can yield an extremely involved non-trivial dynamical system: its Kolmogorov–Sinai metric entropy, or its Lyapunov
characteristic exponents, have no reason to be equal to zero, neither its topological entropy.

We want to study such dynamical systems of many variables in this physically interesting framework (weak
chaos, nearly conservative systems). Our study is mostly a (infinite precision) numerical study, together with formal
calculations and exact analytical calculations (Section 6.1) and amounts to filing the gap between two approaches of
complexity of dynamical systems: the topological approach and “measure” (probabilistic) approach of dynamical
systems.

We would like to recall that birational transformations have not been extensively studied by mathematicians
because, from a mathematical point of view, one can expect, at first sight, some unpleasant, and uncontrolled,
proliferation of singularities. There is, however, some mathematical literature on this subject: among the few papers
concerning birational transformations one can cite Diller [27,28], as well as Favre [29], and also Russakovskii and
Shiffman [30]. Most of these papers heavily rely on complex analysis and are mainly concerned by the so-called
“general” or “typical” mappings, namely mappings such that the degree of theN th iterate of a mapping of degree
d is dN . The problem with these general or typical mappings is that the various entropies one can introduce tend to
identify with the logarithm of this degreed: therefore, these typical mappings are not very well suited to classify,
compare and discriminate these various entropies. It should be noticed that the family of mappings we will study
here are not of this general–typical type: the degree of theirN th iterate grows likeλN , whereλ < d. This family is
thus well suited to be analyzed according to various entropy points of view (Arnold complexity, topological entropy,
Kolmogorov–Sinai metric entropy, etc.).

In order to study the rich and non-trivial physics of the birational measure-preserving transformations generated
by involutions, we will thus consider a family of birational transformations of two complex variables, depending on
one parameter: this one-parameter family2 of maps is a particularly interesting test family as it is integrable for a
certain set of values of the parameter, has non-generic behavior at a certain countable set of values of the parameter,
and has generic behavior at all other values [31,32]. Considering this specific family of birational transformations of
two complex variables, depending on one parameter, simple exact rational expressions with integer coefficients, have
been conjectured for their dynamical zeta function [33], together with an equality between the (multiplicative rate of
growth of the) Arnold complexity and the (exponential of the) topological entropy [34,35]. These two complexities
have been shown to be associated with algebraic values for many birational mappings, possibly, all the birational
mappings, and possibly also, all the rational mappings [36]. However, the previous equality is probably not valid for
any rational, or even birational, transformation (see Section 2.4). On this very example, it has been found that the
identification of these two universal (or topological) evaluations of the complexities [33,34], namely the logarithm
of the Arnold complexity [6] (divided by the number of iterations) and the topological entropy [34], also applies
to the “adaptation” of these two notions to real analysis introduced in a previous paper [37], i.e. if one restricts the
mapping to two real variables.

2 This mapping originates from an exhaustive analysis of mappings generated by the composition of matrix inversion and permutation of entries
of 3 × 3 matrices [31].
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The purpose of this paper is to compare the Kolmogorov–Sinai metric entropy [38,39] and this adaptation of
the topological entropy [34] (or of the Arnold complexity) to real analysis. More precisely, we will compare the
metric entropy, or, practically, as many Lyapunov exponents as possible, and this real topological entropy on a
particular example of a one-parameter dependent birational transformation of two variables. In other words, we
want to compare the real topological description of discrete dynamical systems with the metric description, on
a specific two-dimensional birational example. This test family will explain how a mapping can look metrically
almost-periodic and be topologically chaotic at the same time, even as far as real analysis is concerned.

Let us give a brief outline of the paper. We will first recall, in Section 2, some previous results3 and notations,
concerning the topological entropy and the Arnold complexity, as well as their adaptations to real analysis. We
will then compare these topological notions with the metric entropy, or more precisely the characteristic Lyapunov
exponents. For this purpose we will display a large set of phase portraits and Lyapunov characteristic exponents. We
will provide a heuristic interpretation of the results, as well as a detailed study of a particular case,ε = 3. In order
to better understand the role played by the reversibility and measure-preserving properties in these results we will
consider two deformations of the mapping: a birational deformation breaking the measure-preserving property and a
rational deformation breaking the reversibility property. The conclusion will summarize the mechanisms occurring
in the topological-chaos versus metric-almost-integrability situation described here.

2. Topological entropy and growth (Arnold) complexity for a one-parameter family of birational mapping

2.1. A measure-preserving mapping generated by two involutions

Let us consider the following birational transformationkε (see (3) in [33]) of two (complex) variables depending
on one parameterε:

kε : (y, z) →
(

z + 1 − ε, y
z − ε

z + 1

)
. (1)

This birational transformation can be seen to be the product of two involutions [23,24,31]. This map is the product
of two involutionsI1 : (y, z) ↔ (−z, −y) and

I2 : (y, z) → (y′, z′) =
(

−z − ε

z + 1
y, ε − 1 − z

)
. (2)

These two involutionsI1 andI2 have the linesz = −y andz = 1
2(ε − 1) as fixed point sets, respectively. The

inverse transformationk−1
ε is nothing but transformation (1) wherey ↔ −z:

(y, z) → (y′, z′) =
(

y + ε

y − 1
z, ε − 1 + y

)
. (3)

There exists, for this mapping, a singled-out globally invariant liney = 1 + z, on which the mapping just reduces
to a simple translation:y → y − ε.

Mapping (1) has a remarkable property: it is a measure-preserving mapping [40]. A measure-preserving mapping
is a mapping that is conjugate to an area-preserving mapping: it can be rewritten, up to a quite complicated, and
possibly singular transformation, into an area-preserving map [40]. Measure-preserving mappings were studied by
Poincaré [41].

3 Note, however, that Sections 2.1 and 2.4 provide new results.
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Calculating the Jacobian of transformation (1), one gets

det




dy′

dy

dz′

dy
dy′

dz

dz′

dz


 = det


 0

z − ε

z + 1

1
y(1 + ε)

(z + 1)2


 = −z − ε

z + 1
. (4)

Let us note that the liney = z + 1 is a line where the successive points of the iterations seem to accumulate
(see [37]). As far as seeking for an invariant measure for mapping (1) is concerned, one should thus have a higher
density of iterated points near this singled-out line. The liney = z + 1 is actually a globally invariant line on which
transformation (1) reduces to a simple translation as

kε : (y, z) → (y − ε, z − ε). (5)

Clearly, no fixed points of any order can exist on this singled-out line. For generic values ofε, this corresponds to
the only (algebraic) covariant of transformation (1), namelyc(y, z) = y − 1 − z (of course, they are many more,
say for integrable values ofε, etc.). Under transformation (1), the covariantc(y, z) = y − 1 − z transforms with a
cofactor which is nothing but the Jacobian (4):

kε : y − 1 − z → y′ − 1 − z′ = −z − ε

z + 1
(y − 1 − z). (6)

In other words, the Jacobian can always be written as the ratioc(y′, z′)/c(y, z) (wherec(y′, z′) is the covariant taken
at the image point(y′, z′)). This is the key ingredient for having a measure-preserving map (see relation (2.20) in
[40]). Actually, introducing a change of variables(y, z) → (u, v) such that the Jacobian of this change of variables
will be equal to the inverse of this covariant, one will change our measure-preserving map into an area-preserving
map:

det




du

dy

dv

dy
du

dz

dv

dz


 = 1

y − 1 − z
. (7)

There are an infinite number of such change of variables. One (not very elegant) solution amounts to imposing
(u, v) = (y, v(y, z)), the Jacobian (7) reading:

dv

dy
= 1

y − 1 − z
, (8)

which can be easily integrated intov = ln(y − 1 − z), its inverse being(y, z) = (u, u − ev − 1). Rewriting the
mapping in these(u, v) variables one gets

(u, v) → (u′, v′) = (u − ev − ε, v + ln(V )), V = u − ev − 1 − ε

ev − u
. (9)

One easily verifies that mapping (9) has a Jacobian equal to 1 everywhere. It is an area-preserving map.
As far as the forthcoming topological notions are concerned (dynamical zeta functions, Arnold complexity,

topological entropy, etc.), it is clear that they remain unchanged for the area-preserving mapping (9).
One can easily deduce the following consequence from the measure-preserving property of the mapping: the

Jacobian ofkN is equal to 1 at every fixed point ofkN for any N . Of course the Jacobian is not equal to 1
everywhere, except for an area-preserving map.
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Remark 1. In [32], it has been shown that, in spite of its simplicity, birational mapping(1) can, however, have
quite different behaviors according to the actual values of the parameterε. For example, forε = 0, as well as
ε = −1, 1

2, 1
3 or 1, the mapping becomesintegrable [32],whereas it is not integrable for all other values ofε.

Other singled-out values ofε occur [33–35],namelyε = 1/m, wherem ≥ 4 andε = (m − 1)/(m + 3) where m
is odd andm ≥ 7. For these singled-out values ofε, the topological entropy gets smaller as compared to a generic
value[33–35] (see(15)).

Remark 2. From a mathematical point of view birational transformations might look difficult to analyze because
one can expect, at first sight, some unpleasant proliferation of singularities. Let us just point here that, fortunately,
we are in a very favorable situation and theindeterminacy locus4 is far from being a dense set: it is very tame
for mappings(1). From Jacobian(4), one gets that the critical locus is the linez = ε, its critical image being the
point (y, z) = (1, 0). This is a point of indeterminacy fork−1

ε . By inspection(or from they ↔ −z symmetry) the
point of indeterminacy forkε is (y, z) = (0, −1). Both critical points belong to the singled-out liney = 1 + z on
which the action ofkε (or k−1

ε ) reduces to a simple shift(see5). The backward and forward iterates of these two
critical points can thus be easily described. 5 The point of indetermination at infinity forkε is (y, z) = (∞, 0) (resp.
(y, z) = (0, ∞) for k−1

ε ).

2.2. Topological entropy

It is well known that the periodic orbits (cycles) of a mappingk strongly characterize dynamical systems [43].
The fixed points of theN th power of the mapping being the cycles of the mapping itself, their proliferation with
N provides an evaluation of chaos [2].6 To keep track of this number of cycles, one can introduce the fixed points
generating function

H(t) =
∞∑

N=1

#fix(kN)tN , (10)

where #fix(kN) is the number of fixed points ofkN , real or complex. This quantity only depends on the number of
fixed points, and not on their particular localizations. In this respect,H(t) is a topologically invariant quantity. In an
equivalent way, the same information can also be encoded in the so-called7 dynamical zeta functionζ(t) [45,46]
related to the generating functionH(t) by H(t) = t (d/dt) log(ζ(t)). The dynamical zeta function is defined as
follows [43,44,46–49]:

ζ(t) = exp

( ∞∑
N=1

#fix(kN)
tN

N

)
. (11)

The topological entropy [5,44–46], logh, is therefore defined8 by

4 In this respect one should mention the paper by Nishimura [42], where birational maps are classified in terms of their points of indeterminacy.
5 Furthermore, this also enables to understand why the singled-out valuesε = 1/m, m = 1, 2, 3, 4, . . . are special.
6 Chaos: Classical and Quantum — a web book to be found on Cvitanovic’s web site http://www.nbi.dk/ChaosBook.
7 The dynamical zeta function has been introduced by analogy with the Riemann zeta function by Artin and Mazur [44].
8 This definition (see for instance [45]) is not the standard definition mathematicians are used to, namely a topological entropy defined for a

continuous transformation of a compact set. However, since we are not interested in flows but rather in discrete maps we prefer to take a definition
for the topological entropy in terms of the rate of growth of periodic points. The paper by Friedland [50] gives a definition of the topological
entropy for a rational map. For the Hénon family of maps, the topological entropy does coincide with (12) (see Lemma 2 of [19]). A paper by
Favre [29] gives a good idea of a precise counting of periodic points for birational maps in the complex plane.



N. Abarenkova et al. / Physica D 144 (2000) 387–433 393

logh = lim
N→∞

log(#fix(kN))

N
. (12)

If the dynamical zeta function is a rational expression int , thenh will be the inverse of the pole of smallest modulus
of H(t) or ζ(t). Since the number of fixed points remains unchanged under topological conjugacy (see [51] for
this notion), the dynamical zeta function is thus a topologically invariant function, i.e. invariant under a large set of
transformations: it does not depend on a specific choice of variables.

In the case of mapping (1) and for generic values9 of ε, the expansion ofHε(t) coincides10 with one of the
rational function

Hε(t) = t (1 + t2)

(1 − t2)(1 − t − t2)
, (13)

which corresponds to a very simple rational expression for the dynamical zeta function

ζε(t) = 1 − t2

1 − t − t2
. (14)

It has been conjectured in [33] thatthe simple rational expression(14) is the actual expression of the dynamical
zeta function for any generic value ofε (up to some algebraic values ofε, like (26) or (27), where one obtains
another expression [35] but with the same singularity 1− t − t2). Similar calculations have been performed for the
other non-generic values ofε that have been singled-out in the semi-numerical analysis [35]. For example, for the
non-generic values ofε, ε = 1/m with m ≥ 4, we have obtained expansions [33–35] compatible with the following
rational expression:

ζ1/m(t) = 1 − t2

1 − t − t2 + tm+2
(15)

giving a topological entropy smaller than the generic one (h ' 1.6108).

2.3. Arnold complexity

Another topological measure of complexity has been introduced for two-dimensional discrete dynamical systems,
namely the Arnold complexity [6]. The Arnold complexity amounts to counting the number of complex intersections
of a given (complex projective) line11 with its N th iterate under a given transformation. It can be shown that
(generically12 ) this number is independent of the chosen (complex) line, and, of course, it is independent of the
variables used to describe the transformation. The Arnold complexity is thus, also, a topological invariant [6]. Since
such topological invariances are noticed for the Arnold complexity [36], as well as for the topological entropy,
it is thus tempting to make a connection between the rationality of the Arnold complexity generating function
(to be given below), and the rationality of the dynamical zeta function (if any, etc.). We have also compared the
singularities of these two sets of generating functions, namely the growth complexityλ, andh, the (exponential of
the) topological entropy [33].

In general, for a rational transformation the Arnold complexityAN corresponding toN iterationsgrows expo-
nentiallywith N : AN ' λN . The iteration of rational transformations yields larger and larger rational expressions,

9 Namelyε 6= 1/m(m ≥ 1) or ε 6= (m − 1)/(m + 3) with m odd and, possibly,ε different from a set of algebraic values like (26) or (27).
10 We do not count here the fixed point at infinity [35].
11 In fact, this can even be generalized to counting the number of (complex) intersections of a fixed (algebraic) curve with itsN th iterate.
12 For instance, there may exist singled-out lines which are globally invariant under the transformation one iterates. In that case, the number of
Arnold intersections of the line with itsN th iterate is infinite. The liney = z + 1 is such an example.
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at each iteration step, and it is simple to see that the degrees of the numerators (or denominators) of these ratio-
nal expressions also grow exponentially like' λN , whereλ is actually the same as the previousλ related to the
Arnold complexity [6]. One can, of course, introduce generating functions corresponding to these successive Arnold
complexitiesAN , or of these successive degrees

A(t) =
∞∑

N=1

ANtN . (16)

For the birational transformation (1), one finds, respectively, for generic values ofε, and for non-generic values of
the formε = 1/m:

Aε(t) = t

1 − t − t2
, Aε=1/m(t) = t

1 − t − t2 + tm+2
. (17)

On these exact rational expressions (17), one sees that the value ofλ, associated with the Arnold complexity
(or, equivalently, with the growth of the degree of the successive rational expressions in the iterations), actually
identifies withh, the exponential of the topological entropy (see (14) and (15)). The possible identification of
these two topological complexities has been discussed in detail in previous publications [33–35]. This identification
has also been verified on a few other two-dimensional birationalmeasure-preservingtransformations generated
by involutions. It is, however, not clear to figure out if this identification actually holds for all the birational
transformations generated by involutions, or all the measure-preserving maps (see Section 2.4).

2.4. Some comments on the relations between various entropies and complexity measures

One should recall that upper estimations for the topological entropy [52], as well as relations between degree
complexity and topological entropy are discussed in the literature (see, e.g. [53] but only forC1 maps). We do not
want to mention here the well-known inequalities between the metric entropy and the topological entropy, or even
the more general order-q Renyi entropies [54]. We just want, here, to look at the relations between twotopological
complexities, namely the topological entropy and Arnold complexity, and in the following, their real adaptations.
In this respect, one must certainly mention the relations and inequalities given by Newhouse [55] relating the
topological entropy of a smooth map to the growth rates of the volumes of iterates of smooth manifolds.13 For
C∞-smooth mappings, Yomdin [57,58] proved the opposite inequality, thus showing the coincidence of the growth
rate of volumes and topological entropy. One should also recall the paper by Friedland [50] which shows that the
entropy is the same as the volume growth for rational self-maps of complex projective spaceP 2: in that case, the
Arnold complexity coincides with the growth of homology [59] which should be the same as the volume growth.

In fact, it is not completely clear to see if one can actually use all these mathematical theorems for our birational
measure-preserving mappings. When mathematicians study birational transformations they tend to focus on the
indeterminacy set where a birational map cannot be defined and are very worried about the bad things that might
arise when this set grows with the iteration. In order to avoid such mathematically unpleasant proliferation of
singularities, they work in a framework which is a very smooth one with a point of departure of diffeomorphisms.
The conceptual framework, and even the definitions of the topological entropy, being slightly different, it is difficult
to see if these theorems really apply. Let us just point here that, fortunately, the indeterminacy locus is far from
being a dense set: it is very tame for mappings (1).

From a more down-to-earth point of view, the comparison between topological entropy and Arnold complexity can
be understood as follows. The components ofkN

ε (y, z), namelyyN andzN , are of the formPN(y, z)/QN(y, z) and

13 Schub [56] conjectured that the topological entropy of a smooth map on a compact manifold is bounded by the growth of the various algebraic
transformations that it induces.
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RN(y, z)/SN(y, z), wherePN(y, z), QN(y, z), RN(y, z) andSN(y, z) are polynomials of degree asymptotically
growing likeλN . The Arnold complexity amounts to taking the intersection of theN th iterate of a line (for instance
a simple line likey = y0, wherey0 is a constant) with another simple (fixed) line (for instancey = y0 itself or
any other simple line or any fixed algebraic curve). For instance, let us consider theN th iterate of they = y0 line,
which can be parameterized as

yN = PN(y0, z)

QN(y0, z)
, zN = RN(y0, z)

SN(y0, z)
, (18)

with line y = y0 itself. The number of intersections, which are the solutions ofPN(y0, z)/QN(y0, z) = y0, grows
like the degree ofPN(y0, z) − QN(y0, z)y0: asymptotically it grows like' λN . On the other hand, the calculation
of the topological entropy corresponds to the evaluation of the number of fixed points ofkN , i.e. the number of
intersections of the two curves:PN(y, z) − QN(y, z)y = 0 andRN(y, z) − SN(y, z)z = 0 which are two curves
of degree growing asymptotically like' λN . The number of fixed points is obviously bounded by' λ2N . The
exponential of the topological entropy, namelyh, is thus bounded by the square ofλ : h ≤ λ2.

In fact, we have found a possible example where this upper bound seems actually to be reached. Let us consider
the quadratic transformation

(y, z) → ((A − y − Bz)y, (A − Cy− z)z). (19)

The mapping is not bipolynomial or birational. The dynamical zeta function reads (up to order 5 only, the calculations
now become really large, etc.) for this non-invertible mapping

ζ(t) = 1

(1 − t)4(1 − t2)5(1 − t3)20(1 − t4)60(1 − t5)204
· · · (20)

from which one can conjecture that

ζ(t) = 1 − t2

1 − 4t
. (21)

This provides an example for whichh = λ2 = 4. Therefore, it seems that the identification ofh andλ is not
valid in general.14 It seems that the identification ofh andλ might be related to the “very tame” proliferation of
singularities of the (birational) transformations (1), or it might be a consequence of the measure-preserving property
of the mapping. This is a quite complicated analysis that we do not want to sketch here. Let us just say that this
identification seems to be a valid one in our particular example (1).

2.5. Real topological entropy

The previous definitions of the dynamical zeta functionsζε(t), and of the generating functionHε(t) counting the
number of fixed points, can be straightforwardly modified to describe the counting of real fixed points:

Hreal(t) =
∑
N

HR
N tN = t

d

dt
log(ζ real(t)), ζ real(t) =

∑
N

zR
N tN , (22)

where the number of real fixed pointsHR
N also grows exponentially with the numberN of iterates, like' hN

real. A
quick examination of phase portraits associated with various generic values of the parameterε on one side, and of the
corresponding visual complexities on the other side [37], shows an agreement with the corresponding value forhreal.

14 One can imagine that some equality likeh = λhsingcould be valid, wherehsingcould correspond to the exponential proliferation of bifurcations
or singularities. Such speculative ideas remain to be studied.
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These real dynamical zeta functions have been extensively analyzed in [37] for various values ofε. Let us just
recall here some remarkable results for particular values ofε. Actually for ε = 3, the real dynamical zeta function
is very simple. One only has a single real fixed point forkN

ε , namely the fixed point ofkε , and thusζ real
ε (t) identifies

with a very simple rational expression:

ζ real
ε=3(t) = 1

1 − t
, Hε=3(t) = t

1 − t
. (23)

Furthermore, let us specify the valueε = 21
25 for which the real dynamical zeta functionζ real

ε (t) seems to iden-
tify, up to the order for which its series expansion has been calculated,15 with a simple rational expression
[37]:

ζ real
21/25(t) = 1 + t2

1 − t + t2 − 2t3
, H real

21/25(t) = t (1 + 2t4 + 5t2)

(1 + t2)(1 − t + t2 − 2t3)
. (24)

For ε large enough, one also gets [37] a remarkably simple rational expression

ζ real
ε=∞(t) = 1 + t

1 − t2 − t3 − t5
= 1 − t2

(1 − t − t2) + t4(1 − t + t2)
(25)

yielding an algebraic value forhreal: hreal ' 1.4291. It is not clear whether this rationality property holds for any
value ofε.

2.6. Real Arnold complexity

Similarly, recalling the Arnold complexity [6] which counts the number of intersections between a fixed (com-
plex projective) line and itsN th iterate [6], and the associated Arnold generating functions (16), one can slightly
modify these definitions to describe discrete dynamical systems bearing on real variables. For this, let us now
count the number of real points which are the intersections between a given real fixed line and itsN th iter-
ate. We have actually calculated these real Arnold complexities for various values ofε, and for various given
(real) lines. All these calculations have been cross-checked by a (maple) program calculating these numbers of
intersections using the Sturm procedure in maple.16 Let us denote byAN the number of these (real) intersec-
tions for theN th iterate. It is clear that these real Arnold complexities,AN , are not as universal as the standard
Arnold complexities which are basically a degree counting: theAN ’s depend on the given (real) line one iter-
ates. However, one can expect, in the largeN limit, that AN will grow exponentially like' λN

real, λreal being
independent of the (generic) line one iterates. Indeed, this has been checked for various lines and we have found
for the birational transformation (1), that the singled-out liney = 1

2(1 − ε) is well suited to get quite regu-
lar, and long enough, series for theAN ’s (see [37]). We will denote asAε(t) the generating function of these
AN ’s.

In order to estimate a real growth complexityλreal, we have calculatedA1/N
N , for various values of the num-

ber of iterations (N = 13, 14, 15), as a function ofε, in the range [0, 1] whereλreal has a quite rich behav-
ior [37]. Let us show here an estimation ofλreal by A1/13

13 , as a function of the parameterε, in the interval
[−0.1, 3.1].

15 In fact, up to the order for which the series expansions have been calculated, it seems thatζ real
ε (t) remains associated with the same series

expansions forε in some interval like' [ 21
25, 24

25]. This deserves further study.
16 The Sturm procedure one can find in maple gives the number of real roots of a polynomial in any interval [a, b], even for the interval
] − ∞, +∞[. The Sturm procedure uses Sturm’s theorem [60] to return the number of real roots of polynomialP in the interval [a, b]. The
first argument of this Sturm procedure is a Sturm sequence forP , which can be obtained with another procedure, the procedure Sturmseq which
returns the Sturm sequence as a list of polynomials and replaces multiple roots by single roots.
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Fig. 1. An estimation ofλreal byA1/13
13 , as a function of the parameterε, in the interval [−0.1, 3.1]. The integrable pointsε = −1, 0, 1

3 , 1
2 , 1 are

represented by crosses.

Fig. 1 shows thatλreal, as a function ofε, looks like a continuous17 function. In fact, it can be shown [37]
thatA1/13

13 (and more generallyA1/N
N for any finite integerN ) is actually a staircase function, the limits of each

“interval-step” of the staircase being remarkable algebraic numbers. These algebraic values are distributed in various
families of values ofε. The simplest family of singled-out algebraic values ofε corresponds to the fusion on an
N -cycle with the 1-cycle, and reads [35,61]

ε = 1 − cos(2πM/N)

1 + cos(2πM/N)
or equivalently cos

(
2π

M

N

)
= 1 − ε

1 + ε
(26)

for any integerN (with 1 < M < 1
2N, M not a divisor ofN ). Other cycle-fusion mechanisms [61] take place

yielding new families of algebraic values forε. For instance, the coalescence of the(3 × N)-cycles in the 3-cycle,
and the coalescence of the(4 × N)-cycles in the 4-cycle yield, respectively (with some constraints on the integer
M that will not be detailed here [61]),

cos

(
2π

M

N

)
= 1 − 3

4

ε(ε − 3)2

(1 − ε)(1 + ε)
, cos

(
2π

M

N

)
= 1 − 32

ε(1 − ε)2

(1 + ε)2(1 − 2ε)
. (27)

The real complexityλreal is the largeN limit of these staircase functionsA1/N
N , thus taking into account all these

families of algebraic values. It is, however, not clear to figure out if this limit will be a continuous function ofε (up
to the non-generic values ofε, ε = 1/m . . . ), like Fig. 1 would suggest at first sight, or if it will be more a “devil’s
staircase” function ofε. These calculations have been extensively displayed in [37]. Let us just recall here a set of

17 One should note thatλreal takes smaller discontinuous values on the (infinite) discrete set of values ofε which is the union of the set of
integrable values ofε, together with the two (infinite) discrete sets of non-generic values ofε previously mentioned (1/m with m ≥ 4 and
(m − 1)/(m + 3) with m ≥ 7, m odd). All these values must be treated separately. The integrable pointsε = −1, 0, 1

3 , 1
2 , 1 are represented by

crosses in Fig. 1.
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values ofε corresponding to remarkable expressions forAε(t). First, forε = 3, one obtains

A3(t) = t

1 − t
, (28)

which is in perfect agreement with the expression of the real dynamical zeta functionζ real
ε=3(t) (see (23)). Another

value ofε seems to yield an exact rational expression for the real Arnold generating functionAε(t), namelyε = 21
25:

A21/25(t) = t (1 + t + t2 + t3 − 2t4)

(1 − t)(1 + t)2(1 − t + t2 − 2t3)
, (29)

which is also in agreement with the real dynamical zeta function (24) with the same singularities. Finally, it is also
worth recalling the largeε limit, where, again, one gets a simple rational expression for the real Arnold generating
function, namely

A∞(t) = t (1 + t4)

(1 − t2 − t3 − t5)(1 − t)
= t (1 + t4)

(1 − t − t2) + t4(1 − t + t2)
. (30)

All the results, displayed in this section and in [37], seem to show, again, that the identification betweenhreal and
λreal could actually hold [37] for mapping (1). However, in contrast with the universal behavior of the usual Arnold
complexity, or topological entropy, displayed in Fig. 1,λreal andhreal are quite involved functions of the parameter
ε (see Fig. 1).

3. From (real) topological complexity towards metric complexity and Lyapunov characteristic exponents

The real topological entropy orλreal associated with the real Arnold complexity are well-suited evaluations of
the visual complexity as it can be seen [37] on the phase portraits of transformation (1). Coming from an ergodic,
or probabilistic, or (real) functional analysis approach of dynamical systems, one may have the prejudice that
coping with real analysis (instead of complex projective analysis) could yield to lose most of the universality
properties. To some extent, dealing with mappings bearing on real variables, we have actually lost most of the
topological universality (Smale’s invariance [51]), but it is clear on some remarkable algebraic results, like (25)
or (30) for instance, that some underlying algebraic structure still remains.18 Apparently, notions like the two
previous (and possibly redundant for mapping (1)) notions of real topological entropy and real Arnold complexity
seem to fill “a little bit” the well-known (huge) gap existing, in the study of dynamical systems, between the
topological approach and the probabilistic approach19 [62]. In the framework of real analysis, the “probabilistic”
approach has created many concepts in order to describe, and better understand, the complexity of dynamical systems
(Lyapunov dimension, or Kaplan–Yorke dimension [63], fractal dimensions of some strange attractor, if any, etc.
Renyi’sq-entropies [64], Lyapunov characteristic exponents [65,66], Kolmogorov–Sinai metric entropy [38,39],
etc.). These various notions concentrate on different aspects of the complexity of dynamical systems (sensitivity to
initial conditions, complexity of some natural geometrical objects like strange attractors, difficulty to go backwards
in the iteration process, “loss of memory”, etc.). Among these various notions some are quite “model-dependent”,
depending on many specific details, others are more interesting since they can be used to describe larger classes of
dynamical systems.

18 For instance, one could imagine to introduce a notion of real Smale’s invariance corresponding to all the conjugacies (change of variables)
preservingζ real

ε (t) orAε(t).
19 Or, as mathematicians say, between the topological category and the measure category.
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In this respect, the Kolmogorov–Sinai metric entropy [38] is an interesting notion, since it takes into account “some
structure”, namely the metric structure.20 Furthermore, it has a quite large set of invariances, the measure-preserving
conjugacies. Similarly, the real topological entropy does not have the very large Smale’s topological invariance
[51] of the standard topological entropy, but exact algebraic results like (25), seem to indicate that there actu-
ally also exists a large enough set of invariances for this new concept. Therefore, the Kolmogorov–Sinai metric
entropy is, on the probabilistic side, a quite good “candidate” in order to be compared with our two real and
topological concepts (namely the real topological entropy and the real Arnold complexity). The metric entropy is
probably, among the various notions belonging to the probabilistic approach, the concept which is the “closest”
to the real topological entropy concept. Naively, on the specific example of the birational transformation (1),
one would like to see if the real topological entropy could be seen as some kind of “improved” metric entropy
taking into account all the metric (measure) description, and real analysis description, performed by the metric
entropy, but providing more than non-effective results of probabilistic theory and actually, from time to time, exact
results.

Fig. 1 has been obtained using the Sturm’s theorem [60] which enables to get the number of real intersections of
a line with itsN th iterate independently of the actual localizations21 of these intersection points: Sturm’s theorem
is a very efficient tool in order to just get this number of (real) intersections which was actually the (topological)
information we were looking at. Of course, if one tries to get less topological and more metric informations, like
the actual localizations of these intersections, or the distances between these intersections, the calculations become
much more time consuming. Actually, we have also performed such “time consuming” calculations, trying to get
some hint on the actual localization of these intersections. We found, for some values ofε, that many intersection
points can be localized at a quite large distance from the origin, i.e. out of the frame of a phase portrait (like Fig. 4).
Furthermore, one also finds (for 13, 14 or 15 iterations) that many of these intersection points can get extremely
close from each other for some values ofε, and that it becomes necessary to perform calculations with a precision
of more than 4000 digits. With a smaller precision, one gets smaller numbers of intersections since one is not able
to “discriminate” between some intersection points. The “visual complexity”, as it can be seen in Fig. 4, and as
it is described in Fig. 30 (see Appendix A), takes into account intersection points inside a given frame and for a
given precision (corresponding to the minimal distance between two points “our eyes” can discriminate). Actually,
one can calculate a “modified” Arnold complexity,ÃN , corresponding to a calculation with a finite, not too large,
precision (e.g. 1000 digits, etc.) and to intersection counting in some finite box, and thus corresponding more to
the “visual complexity”, as it can be seen on the phase portraits. Of course, one can also calculateÃ

1/N
N which is

supposed to have a largeN limit. This introduces a “less universal” (more metric), scale-dependent, notion of (real
Arnold) complexity. Some details are given in Appendix A. Of course, there are many (not very well-defined, etc.)
ways to change the real topological entropy, or the real Arnold complexity, into a less universal quantity turning it
into a more metric quantity, which tries to “fill the gap” between the metric point of view and the topological point
of view. We do not want to add more confusion. Therefore, on the specific example (1) and for various values ofε,
we will just restrict ourselves to a comparison between two well-defined notions: the real topological entropy [37]
(or equivalentlyλreal) and the metric entropy [38].

The definition of the Kolmogorov–Sinai metric entropy being “not very effective” [3,4], let us recall Pesin’s
formula [68], which gives the metric entropy as an integral of the Lyapunov characteristic exponents ln(λ)+, but is

20 The “metric entropy” of a measure is a property of the invariant measure. It is invariant under measure-preserving transformations, which
have no relations with the metric property of the space. Therefore, the terminology “metric entropy” might seem misleading from a linguistic
point of view. This is, however, the terminology physicists are used too.
21 Concerning the geometric location of intersection points one can cite the paper by Bedford et al. [67] where it is shown, in the framework of
polynomial diffeomorphisms ofC2 that there is a convergence of measures of the asymptotic location of the intersection points to the invariant
measure.
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only valid in the framework of hyperbolic systems:

Smetric =
∫

dµ ln(λ)+, (31)

where dµ denotes the invariant measure of the transformation.22 Unfortunately, transformation (1) does not cor-
respond to a hyperbolic system: it is a measure-preserving map. Pesin’s formula which is valid in a hyperbolic
framework can thus only be considered as a possible evaluation of the metric entropy. Furthermore, any effective
calculation of the invariant measure is extremely difficult to be performed. Alternatively, one can also recall [69]
the Pesin inequality:23∑

λi≥0

λi ≥ hdµ(f ), (32)

where dµ denotes an invariant measure,λi denotes the set of Lyapunov exponents with respect to dµ, andhdµ the
metric entropy of dµ. The Pesin inequality24 shows that whenever the Lyapunov exponents are zero, the metric
entropy is also zero.

Since we are not really able to actually calculate the metric entropy for our non-hyperbolic measure-preserving
transformation (1); we will calculate, instead of the metric entropy, as many Lyapunov characteristic exponents as
possible, as a function of the parameterε.

4. Phase portraits and Lyapunov characteristic exponents

Therefore, in order to fill the gap between the probabilistic point of view and the topological point of view on
this specific birational example, we will try to compare Lyapunov characteristic exponents with the real topological
entropy, or, in practice,λreal associated with the real Arnold complexity, which is much easier to evaluate, for the
birational transformation (1).

4.1. An infinite precision program to calculate the Lyapunov characteristic exponents

The calculations of the Lyapunov characteristic exponents have been performed using an infinite-precision25

C-library.26 Let us briefly sketch the program calculating the Lyapunov characteristic exponents.
At each iteration step, we calculate for a given initial point(y, z), the Jacobian matrix of transformationkN

ε as the
product of the previous Jacobian matrices of transformationskM

ε (evaluated at the same point), whereM ≤ N − 1:

Jac[k
N
ε ](y, z)=Jac[kε ](kN−1

ε (y, z))· · ·Jac[kε ](k3
ε (y, z)) Jac[kε ](k2

ε (y, z)) Jac[kε ](kε(y, z)) Jac[kε ](y, z) (33)

and calculate the two eigenvalues of this Jacobian matrix,λ
(N)
1 andλ

(N)
2 . Finally, we take the logarithm of the

22 Our birational transformation can be seen to be the product of two involutions [31]. There actually exist some theorems showing that a
mapping, product of two involutions, has necessarily an invariant measure. However, transformation (1) is not a hyperbolic system. In the case
of real mappings, likekε is seen in a large part of our paper, it would be interesting to know when these measures (defined a priori onC2) are in
fact measures onR2. This question was answered for the Hénon family [67].
23 The hypothesis for this theorem is thatf is a smooth function of classC1.
24 There is also a generalization of Pesin’s inequality valid for any Borel measure which is ergodic and hyperbolic [70].
25 The multi-precision library gmp (GNU MP) is part of the GNU project. It is a library for arbitrary precision arithmetic, operating on signed
integers, rational numbers and floating points numbers. It is designed to be as fast as possible both for small and huge operands. The current
version is 2.0.2. Targeted platforms and software/hardware requirements are any Unix machines, DOS and others, with an operating system with
reasonable include files and a C compiler.
26 Information on the multi-precision library gmp (GNU MP) can be found at the following: Home site: http://www.nada.kth.se/tege/gmp/; other
links: ftp://prep.ai.mit.edu/pub/gnu/(gmp-*.tar.gz); mailing lists/USENET; news groups: bug-gmp@prep.ai.mit.edu.
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modulus of these two eigenvalues divided by the numberN of iterations

L
(N)
1 = ln(|λ(N)

1 |)
N

, L
(N)
2 = ln(|λ(N)

2 |)
N

. (34)

When the two previous quantities,L
(N)
1 andL

(N)
2 , tend to some finite limits27 in the largeN limit, one can define a

Lyapunov characteristic exponent which will be the largest of these two limits. For an integrable mapping, these two
limits can be drastically different (see Fig. 3 (left)), while for a more “chaotic” orbit, the two previous numbers are
very much on the same footing, being quite close. In fact, in more chaotic situations, it is difficult to make a relevant
distinction, valid for anyN , betweenL(N)

1 andL
(N)
2 . Therefore, in the following, we will often plot both quantities, as

a function ofN , at the same time. Our program also calculates the determinant of the Jacobian matrixJac[kN
ε ](y, z).

This program also uses extensively the reversible character of the birational transformation (1). Actually, we use the
fact that the inverse transformation,k−1

ε , is a simple rational transformation to go backwards to the initial point(y, z).
Due to the finite numerical precision, one does not come back exactly to the initial point(y, z), and one can thus
compare the distance between this one-way and return point and the initial point. If this distance is not small enough
we increase the precision in our infinite-precision program. Typically, for 5×105 iterations a calculation performed
with precision of 1×10−240 can give a numerical deviation of 1×10−100 when one returns to the initial point using
the inverse rational transformationk−1

ε . In other words, we can trust our calculations, namely theL
(N)
i ’s, and the

points of the orbit obtained this way, up to' 1× 10−100. If one goes on iterating, this numerical deviation goes on
deteriorating: after 2× 105 more iterations the deviation to the initial point can be of the order of 1× 10−30. This is
just an example. In fact, this deterioration is highly sensitive to the transformation one considers (here the parameter
ε) and especially the orbit one considers. Our program is built in such a way that one increases the precision as
much as necessary in order to have a deviation smaller than 1× 10−30 when one performs the iterations and goes
back to the initial point using the inverse transformation. In fact, for most of the calculations performed here the
deviation is smaller than 1× 10−100. In the following, the most difficult situation will correspond to some analysis
near the point at infinity, for which a precision of 8000 digits is necessary in order to have a deviation smaller than
1×10−30 when one performs 5×106 iterations and goes back to the initial point. Let us remark that our calculations
correspond to the actual definition of the Lyapunov characteristic exponents [65]: it is a quantity associated to a
single orbit, we are not averaging over some set of orbits corresponding to some neighborhood of the initial point.

4.2. Checking the infinite precision program

In order to check the results of our infinite-precision program, we have used it on three different kinds of birational
transformations: the well-known Hénon map [18,19], several two-dimensional collineation transformations, and
mapping (1) for integrable values ofε. Let us just detail here the Lyapunov calculations corresponding to the
integrable values ofε of mapping (1). Mapping (1) is known to be integrable for various values ofε, namely
ε = −1, 0, 1

3, 1
2, 1 (see [32]). Forε = 1

2, one gets a linear pencil of elliptic curves, namely (ρ denotes a constant)

1(y, z, 1
2) = (1 + z + 2yz)(1 − y + 2yz)(1 + z − y − 2yz)

(1 + z − y)2
= ρ. (35)

The calculations of the Lyapunov characteristic exponents, performed with our program, clearly indicate Lyapunov
characteristic exponents equal to zero. One has a similar situation for most of the other integrable values for which
the accumulation of the infinite set of points is dense in the integrable, elliptic or rational, algebraic curves. In order

27 For instance, the assumptions of the Oseledec’s theorem [71] ensure a reasonably linear-friendly environment yielding the two previous
quantities,L(N)

1 andL
(N)
2 , to have some limits whenN gets large.
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to get some non-trivial non-zero values for the limits of theL
(N)
i ’s, let us consider mapping (1) for the integrable

valueε = 0. Forε = 0, it is straightforward to see that the orbits correspond to a foliation of the(y, z)-plane into
rational curves, namely the very simple hyperbola

1(y, z, 0) = yz= ρ. (36)

Using this rational foliation, one can rewrite transformation (1) as a simple homographic transformation on a single
variable, namelyy, with two fixed pointsy±

y → 1 + ρ

y
, y± = 1

2(1 ± (1 + 4ρ)1/2), (37)

which enables to rewrite the homographic transformation (37) as

y − y+
y − y−

→ λ
y − y+
y − y−

, λ = y−
y+

= 1 − (1 + 4ρ)1/2

1 + (1 + 4ρ)1/2
. (38)

Forρ < −1
4, one finds out thatλ is on the unit circle:λ = e−2iθ , where the angleθ is such that(tanθ)2 = −1−4ρ.

For ρ > −1
4, one has an exponentially fast convergence to one of the two fixed points (37). Therefore, hyperbola

yz= −1
4 is a frontier, in the phase portrait, between a region of the(y, z)-plane where the infinite set of points of

an iteration form a set of points dense in theyz= ρ = y0z0 hyperbola (corresponding to the iteration of the initial
point (y0, z0)), and another region,yz> −1

4, where all the orbits of an initial point(y0, z0) converge exponentially
fast (along theyz = y0z0 hyperbola) to fixed points, like (37), whereρ = y0z0. This partition of the(y, z)-plane
into two regions, an ergodic region, and a region of exponentially fast convergence, is well illustrated on the phase
portrait forε = 0.

In theyz> −1
4 region of “exponentially fast convergence” to fixed points of Fig. 2, “the initial points (numbering

70)” have been chosen randomly. One sees an accumulation of points on the liney = 1 + z, which corresponds
exactly to the elimination ofρ betweeny± = 1

2(1± (1+4ρ)1/2) (see (37)) andz± = ρ/y±. In theyz< −1
4 ergodic

region of Fig. 2, the Lyapunov’s calculations, performed with our program, give Lyapunov characteristic exponents
equal to zero, while in the region of exponentially fast convergence to fixed points of Fig. 2, one gets non-trivial
negative values for the limits of theL(N)

i ’s, in perfect agreement with the exact values which should, of course, be

Fig. 2. Phase portrait forε = 0 in the(y, z) variables.
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Fig. 3.L(N)
1 andL

(N)
2 , as a function ofN , for an orbit in the region of exponentially fast convergence of Fig. 2, namelyρ = y0z0 = 2 (left)

versus an ergodic situation, namelyρ = y0z0 = −2 (right).

Lyap = ln(|λ|) = ln

(∣∣∣∣1 + 2ρ − (1 + 4ρ)1/2

2ρ

∣∣∣∣
)

, (39)

whereλ is given by (38). Let us take an initial point(y0, z0) such thatρ = y0z0 = 2. This value ofρ is chosen such
that the previous expression becomes simple, namelyLyap = ln 1

2. Let us just give, here,L(N)
1 andL

(N)
2 , as a function

of N , for an orbit of an initial point(y0, z0) in the region of exponentially fast convergence forρ = y0z0 = 2, and
compare it with an ergodic situation corresponding toρ = y0z0 = −2.

One does see in Fig. 3 (left) that one has two quite different valuesL
(N)
1 andL

(N)
2 : one value goes, very quickly,

to zero (as it should), and the other one converges very quickly to the asymptotic exact negative value ln1
2. In the

ergodic case,L(N)
1 andL

(N)
2 quickly converge to a zero value.

Remark (The integrable situation in elliptic regions).The zero Lyapunov results in all the(integrable) ergodic
regions, where one gets an infinite set of points dense in the algebraic curves, can, heuristically, be easily understood
as follows: the movement on these regular orbits can be thought, in some well-suited variableθ , as a simple shift
θ → θ + λ, the iteration being(in the real phase space) isomorphic to a rotation on the unit circle(with an angle
not generically commensurate with2π ). The distance between two very close points on these curves is constant in
the well-suited variableθ , and, in the plain variables y and z, is a periodic functionP(θ). This distance between the
Nth iterates of two neighboring points of the initial point(y, z), can be written, as a function of N, asP(θ0 + Nλ),
whereθ0 corresponds to the initial point(y, z). The Lyapunov’s calculations amount to trying to see the previous
expression asexp(NLyap): it is clear that, after a transient regime, this will yield a zero value, Lyap = 0, for the
Lyapunov.

4.3. Phase portrait and Lyapunov characteristic exponents forε = 0.185: the elliptic regions

In order to compare the real Arnold complexity and the metric entropy (or in practice the Lyapunov characteristic
exponents), let us consider the value28 ε = 0.185, which corresponds to a non-trivial real topological entropy
(' ln(1.38)). This choice corresponds to a value ofε around which the real Arnold complexity has a rich enough

28 We have performed similar calculations for many other values ofε yielding similar results.
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Fig. 4. Phase portrait forε = 0.185 in the(y, z) variables.

behavior (see Fig. 1), and such that one gets enough real fixed points ofkN
ε in a finite region of the(y, z)-plane, as

can be seen in Fig. 4 which represents the phase portrait of the mapping in the(y, z) variables forε = 0.185.
The previously described program yields, for all the regular orbits (curves) in the elliptic regions, Lyapunov

characteristic exponents equal to zero.
Fig. 5 givesL(N)

1 andL
(N)
2 , as a function ofN , for a typical orbit in the main regular elliptic region of Fig. 4. Both

values ofL(N)
1 andL

(N)
2 seem to decrease and to tend to zero, as a function ofN , like some power law, as will be

seen later. This zero limit can, heuristically, be understood in the same way as in the previously described integrable
situation in elliptic regions, yielding, again, a zero value for the Lyapunov exponent, the only difference being that
the integrable algebraic curves are replaced by transcendental curves, the movement on these transcendental curves
being again a shift,θ → θ + λ, in some well-suited variableθ . Do note that this kind of heuristic argument cannot

Fig. 5.L(N)
1 andL

(N)
2 , as a function ofN , for an orbit in the elliptic region of Fig. 4.
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Fig. 6. Zoom of the phase portrait forε = 0.185 in the(y, z) variables near a hyperbolic point (left). One orbit sandwiched between the internal
and external orbits (right).

be applied to a strange attractor (even if it is compact and even if it may look, for fractal dimension close to 1, similar
to the previous curves). For a strange attractor a continuous variable likeθ would not be well suited to describe
the wandering of the point in the fractal structure. In fact, a continuous variable likeθ does not exist for strange
attractors. Two very close points will systematically see their mutual distance grow exponentially (finite positive
Lyapunov) since they will wander in different parts of the fractal structure after a certain number of iterations.

4.4. Phase portrait and Lyapunov characteristic exponent forε = 0.185: the hyperbolic points near the elliptic
regions

When one looks at the phase portrait of Fig. 4, one sees some bubble-like curves (see Fig. 6 (right)) sandwiched
between two set of curves (see Fig. 7). This indicates the existence of hyperbolic points which balance the elliptic
fixed points at the center of the previous bubbles. Let us first analyze such hyperbolic fixed points located near
elliptic regions. Since Poincaré [72], the neighborhood of hyperbolic points29 is known to be an appropriate locus
for seeking for chaos. Fig. 6 shows that these hyperbolic points located near the elliptic regions are not of the chaotic
type described by Poincaré [72] (infinite set of homoclinic points, intersections of the stable and unstable manifolds)
but correspond to a nice foliation looking, locally, like hyperbole, as can be seen in Fig. 6 (left). Fig. 7 shows that
this local hyperbola-like foliation is, in fact, part of global elliptic foliations. In the limit where the elliptic orbits get
closer and closer to the hyperbolic points, one gets sharp pointed orbits near the hyperbolic points, like “corners”
(see Fig. 7). There is no room left for the “Poincaré chaos” (see Fig. 6 (left)).

Fig. 6 (left) shows, in the(y, z) variables, the phase portrait forε = 0.185 near a hyperbolic point. Fig. 6 (left)
is in perfect agreement with the calculated slope of the stable and unstable manifolds. In Fig. 6 (left), one can
figure out that the stable and unstable manifolds are locally extremely regular having, locally, no intersection except
at the very hyperbolic point. Fig. 6 (right) shows an orbit sandwiched between the internal and external orbit of
Fig. 7. One sees that the orbit of Fig. 6 (right) is made of eight bubbles surrounding the elliptic fixed points of

29 Poincaŕe [72] discovered that, for chaotic systems, the stable and unstable manifolds corresponding to the linearization around a hyperbolic
fixed point intersect in an infinite set of homoclinic points [73]: this monstrous situation is the very expression of chaos.



406 N. Abarenkova et al. / Physica D 144 (2000) 387–433

Fig. 7. One internal orbit ofkε , for ε = 0.185, getting very close to hyperbolic points (left). One external orbit ofkε for ε = 0.185 getting very
close to the same hyperbolic points (right).

order eight. Actually, one also remarks that each bubble can be seen as an orbit ofk8
ε , and thatk8

ε does not “mix”
together these eight connected components. The orbits of Fig. 7 correspond to curves which combine together the
stable and unstable manifolds described by Poincaré. Instead of being highly complicated twisted curves having an
infinite number of (homoclinic points) intersections, they are extremely simple, and regular, with no intersections,
even globally, far from the hyperbolic points. This extreme regularity near the hyperbolic points (see Fig. 6 (left))
excludes the Poincaré chaos.

Let us calculate the Lyapunov characteristic exponents for the previous three orbits: the internal, the external and
the sandwiched bubble-like one. We represent hereL

(N)
1 andL

(N)
2 , as a function ofN , the number of iterations.

Fig. 8 representsL(N)
1 andL

(N)
2 , as a function ofN , the number of iterations forε = 0.185 and for the external

orbit of Fig. 7 (right). However, one must remark that one obtains almost indistinguishable plots for the internal
orbit of Fig. 7 (left), as well as for the sandwiched orbit of Fig. 6 (right). One also sees, beyond doubt, that the limits

Fig. 8.L(N)
1 andL

(N)
2 , as a function ofN , the number of iterations forε = 0.185 for the external orbit of Fig. 7.
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Fig. 9. A phase portrait to visualize the frontier between the regular elliptic region and the spray-like region forε = 0.49.

of L
(N)
1 andL

(N)
2 , go to zero and, therefore, that the Lyapunov characteristic exponents should be equal to zero, for

these curves, globally elliptic with their eight hyperbolic corners.

4.5. Phase portrait and Lyapunov characteristic exponent forε = 0.185: the hyperbolic points near the
“spray-like” region

Since one heuristically understands that Lyapunov characteristic exponents should be equal to zero in the elliptic
regions, even for orbits passing near hyperbolic points, one can only expect that a more spray-like region, like
the one which can be seen in Fig. 4, is where chaos could possibly occur, yielding (at least!) non-zero Lyapunov
exponents.

Let us consider an elliptic orbit which could “mimic” the frontier between the elliptic region in Fig. 4 and a more
spray-like region where chaos seems to occur, possibly yielding non-zero Lyapunov exponents. Let us change here
the value ofε in order to have a simpler diamond-shaped frontier than the frontier, one can imagine from Fig. 4.
For this, we consider, in this section, a value30 of ε near the integrable valueε = 1

2, namelyε = 0.49.
Again, let us calculate the Lyapunov characteristic exponent for an orbit in the elliptic region, but near the frontier,

and let us compare it with the Lyapunov characteristic exponent for an orbit in the spray-like region corresponding
to an initial point near this frontier (see Fig. 9).

One sees, quite clearly in Fig. 10 that the Lyapunov characteristic exponent, for the orbit in the elliptic region
(corresponding to (I) in Fig. 10) seems to be equal to zero, and this also seems to be the case for the orbit near the
diamond-shaped frontier, in the spray-like region (corresponding to (II) in Fig. 10). Fig. 10 (right) is a magnification
of L

(N)
1 andL

(N)
2 , as a function ofN , for the first 1× 104 iterations. In fact, we have performed a large number

of Lyapunov calculations for various orbits outside the elliptic region, in this spray-like region which seems to
be controlled by the point at infinity (see also Section 4.6). All these Lyapunov calculations seem to indicate (af-
ter 5×105 iterations) that one has a Lyapunov characteristic exponent equal to zero, namelyL

(N)
i → 0 (i = 1, 2). A

30 One gets similar results for the previousε = 0.185 value.
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Fig. 10.L(N)
1 andL

(N)
2 , as a function ofN , for ε = 0.49, for an orbit in the elliptic region but near the frontier, indexed by (I), and for an orbit,

indexed by (II), in the spray-like region, corresponding to an initial point near this frontier. TheseL
(N)
i ’s are given for 5× 105 iterations (left)

and for only 1× 104 iterations (right).

more precise analysis shows that theL
(N)
i ’s seem, phenomenologically, to behave like

L
(N)
i = ln(|λ(N)

i |)
N

' Nα, i = 1, 2, (40)

where the exponentα seems to be the same forL
(N)
1 andL

(N)
2 . More details are given in Appendix B. Appendix B

underlines that the extensivity of the ln(|λ(N)
i |)’s is certainly not satisfied: one has here an under-extensive behavior

for the ln(|λ(N)
i |)’s yielding Lyapunov exponents equal to zero.

4.6. Lyapunov characteristic exponents in the spray-like region near the point at infinity

Let us now try to calculate, again, Lyapunov characteristic exponents for other orbits (that will be depicted in
the next sections), in the spray-like region dominated by the point at infinity. These orbits yield systematically the
L

(N)
i ’s to tend to zero, as a function ofN , and one can see, again, that the ln(|λ(N)

i |)’s are certainly not extensive

quantities such that the limit of theL(N)
i ’s could be a non-zero finite value whenN gets large.

Fig. 11 represents theL(N)
i ’s, as a function ofN , for four orbits (like Fig. 15) corresponding to four initial

points near the point at infinity(Y, Z) = (0, 0). These four orbits correspond to the iteration of an initial point
(Y, Z) = (−3δ, 4δ) for four different values ofδ, namelyδ = 1× 10−5, 1× 10−3, 1× 10−2 and 1× 10−1. For an
initial point very close to(Y, Z) = (0, 0) (namelyδ = 1 × 10−5, curve (1) in Fig. 11), theL(N)

i ’s take very small

values (' 1 × 10−5), and seem to have a zero limit whenN gets large. The zero limit for theL(N)
i ’s, whenN gets

large, is also very clear for the two other initial points corresponding, respectively, toδ = 1 × 10−3 and 1× 10−2

(curves (2) and (3) in Fig. 11). The last initial point yields a less obvious zero limit for theL
(N)
i ’s, however, one

can see that the local deviation around 2.5× 105 iterations is similar to other deviations one can see for other orbits
which actually yield, forN large enough, a zero limit for theL(N)

i ’s. Let us also remark that this local deviation of

theL
(N)
i ’s around 2.5 × 105 iterations does not correspond to the orbit exploring some new domain of the phase

space (like getting trapped in some strange attractor, etc.). The orbit, before 2.5×105 iterations, and after 2.5×105



N. Abarenkova et al. / Physica D 144 (2000) 387–433 409

Fig. 11. TheL(N)
i ’s, as a function ofN , corresponding to four orbits of an initial point(Y, Z) = (−3δ, 4δ) near the point at infinity(Y, Z) = (0, 0).

Curves (1), (2), (3) and (4) correspond toδ = 1 × 10−5, 1 × 10−3, 1 × 10−2 and 1× 10−1, respectively.

iterations, are really on the same footing. In addition to the globalL
(N)
i → 0 trend, one just sees some modulation

phenomenon forL(N)
i , as a function ofN . These modulations will be studied elsewhere.

To sum up, all our calculations yield a non-extensive behavior for theL
(N)
i ’s, as a function ofN , for orbits inside

the spray-like region, suggesting zero Lyapunov characteristic exponents. They thus seem to show that themetric
entropy is either equal to zeroor, in any case,significantly smaller than the topological entropy and, even, the real
topological entropy.

Remark (Lyapunov characteristic exponents of complex orbits).As far as Lyapunov’s calculations with our in-
finite precision program are concerned, one can modify the program in order to calculate theL

(N)
i ’s for orbits

corresponding to the iterations of a complex initial point(y, z) instead of arealone. All the calculations performed
give similar results: the Lyapunov characteristic exponents, or at least theL

(N)
i ’s, were not significantly larger, for

complex orbits,31 as compared to the ones for real orbits. Of course, since the set of initial complex points is much
larger compared to the set of initial real points, we cannot claim that the Lyapunov characteristic exponents of all
the complex orbits are equal to zero or are very small.

5. Heuristic interpretation of the zero Lyapunov in the spray-like region

The analysis of the previous sections seems to show that theL
(N)
i ’s tend to zero, as a function ofN , even in the

spray-like region, for which the orbit is not confined to any elliptic regular region, and for which one could have
expected some chaos. The only difference with the elliptic regular regions is that the convergence to zero is slower.
Let us try to understand this numerical result.

For the orbits in the spray-like region, the points seem to wander in the plane, getting quite far from the main
elliptic region towards the point at infinity, then coming back towards the elliptic region and again getting far towards
the point at infinity, and again — balancing indefinitely between these two regions. In order to better understand
this situation, let us consider the neighborhood of the point at infinity by performing a change of variables. For this,
let us change(y, z) into (Y, Z) = (1/y, 1/z). Then mapping (1) becomes

31 The Lyapunov exponents of complex orbits of polynomial diffeomorphisms are discussed in [74].
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Fig. 12. Phase portrait forε = 0.185 in the(Y, Z) variables.

kε : (Y, Z) →
(

Z

1 + (1 − ε)Z
, Y

1 + Z

1 − εZ

)
. (41)

One can now revisit the phase portrait of Fig. 4 in these new(Y, Z) variables, well suited to analyze the vicinity of
the point at infinity, which is another fixed point of the mapping (see Fig. 12).

5.1. Analysis near the point at infinity: seeking for transcendental invariants

Zooming the previous phase portrait, near the point at infinity(Y, Z) = (0, 0), one gets a surprisingly regular
phase portrait. The points seem to form a very regular foliation.

Fig. 13 indicates a phase portrait corresponding very much to a foliation (at least for(Y, Z) small enough) and
shows, furthermore, a remarkable structural instability.32 To see this, let us plot the first 10 000 iterations of a single
orbit of a point near the point at infinity(Y, Z) = (0, 0).

One can (at least near the point at infinity(Y, Z) = (0, 0)) imagine an interpretation of the orbit as a transcendental
curve, made of an infinite number of branches, each branch looking very much like a curve. If one goes on iterating
kε and notk−1

ε , one gets more and more branches going, each time, closer and closer to the point at infinity(Y, Z) =
(0, 0). This transcendental curve has an infinite number of branches (the price to pay for being transcendent, etc.).
Fig. 14 illustrates this interpretation giving the first branches of this infinite set of branches.

Near the fixed point at infinity,(Y, Z) = (0, 0), the phase portrait looks very much like a hyperbola-like foliation
but with three asymptotes instead of two. A first approximation of the equations of these branches could beYZ(Y −
Z) ' ρ, whereρ is a constant. Considering a simple linearization around the(Y, Z) = (0, 0) fixed point, it

32 The notion of structural stability has been introduced by Andronov and Pontryaguin [75]. A structurally stable [75,76] dynamical system is a
system such that its phase portrait is slightly modified, and remains topologically similar, under small perturbations of the system. Most of the
two-dimensional dynamical systems are structurally stable, this is no longer the case in dimensions greater than 2.
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Fig. 13. Phase portrait forε = 0.185 in the(Y, Z) variables near the point at infinity(Y, Z) = (0, 0).

Fig. 14. A single orbit of a point near the point at infinity(Y, Z) = (0, 0) for ε = 0.185.

seems, at first sight, difficult to understand these three singled-out directions (three eigenvectors of the 2× 2 matrix
corresponding to the linearized part of transformation (41), etc.). In fact, this structural instability can be understood
as follows: the linearization of the square33 of transformation (41) around(Y, Z) = (0, 0) gives (at order three)

33 If, instead of the square of transformation (41), one linearizes transformation (41) itself, one gets a transformation which gives at the first-order
(Y, Z) → (Z, Y ) + · · · .
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Fig. 15. The single orbit of Fig. 14 with a larger scale.

Y → Y1=Y + Y ((ε − 1)Y + (1 + ε)Z) + Y (−2YZ+ εZ2 + ε2Z2 + 2ε2YZ+ Y 2 − 2εY 2 + ε2Y 2) + · · · ,

Z → Z1=Z + Z((ε − 1)Z + (1 + ε)Y ) + Z(2εYZ+ εY 2 + 2ε2YZ+ ε2Y 2 − 2εZ2 + ε2Z2 + Z2) + · · · .

(42)

We are thus in the situation of a diffeomorphism tangent to identity (see also [77]), thus allowing, around the
fixed point at infinity(Y, Z) = (0, 0), the appearance of three singled-out directions, instead of the generic two
eigenvectors for linearized two-dimensional mappings (tangent map).

In fact Y − Z = 0 is the first-order approximation for one of the three asymptotes, as can be seen, easily, in
Fig. 14. However, one can see, that this is just the first-order approximation of a slightly more complicated algebraic
expression, namely(1−Y )(1+Z)−1 = 0, as can be seen by looking at the orbit of Fig. 14, but with a larger scale.
The hyperbola(1 − Y )(1 + Z) − 1 = 0 corresponds to the singled-out globally invariant liney = 1 + z written in
terms of the(Y, Z) variables. This is quite clear in Fig. 15, and in particular, on the insert, in Fig. 15.

Therefore, a second approximation for the transcendental invariant could be

I1 = YZ(1 − (1 − Y )(1 + Z)) + · · · = YZ(Y − Z + YZ) + · · · . (43)

Actually I1 = ρ is a quite good approximation of the various branches one sees in Figs. 13 and 14 or in Fig. 15.
This gives some hope of a possible heuristic description of the movement on these transcendental curves as a shift
t → t + ρ in some well-suited variables, again yielding zero Lyapunov exponents. Of course, all these calculations
should only be considered as a very preliminary heuristic description of this diffeomorphism tangent to identity (see
also [77]). Let us make a few comments on the fact that Fig. 13 looks like a foliation. In Fig. 14, one seems to get
(at least near the point at infinity, etc.) curves, however, the way these curves are densified is slow as compared to
the previously described way transcendental curves are densified in the elliptic regions (a situation isomorphic to a
rotation on a unit circle). The way these curves are densified is more like a shift on the real axis (t → t + ρ), i.e. a
“borderline” parabolic situation between the elliptic situation (θ → θ + λ) and the hyperbolic situation (x → µx).
This fact will be fully confirmed later by the analysis of theε = 3 case (see Section 6) which gives some idea of
what a transcendental curve could be. Looking at the infinite number of branches of an orbit when one moves away
from the point at infinity (see Fig. 13), one can imagine that the set of points could actually be on curves, but that
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Fig. 16. Left: A single orbit in the(Y, Z) variables forε = 0.33333 corresponding to the deformation of theε = 1
3 integrable algebraic foliation

(45). Right:Inv(ε = 1
3) as a function of the number of iterations for the previous orbit.

the “lazy” way of densifying the curves (t → t + ρ) gives, more and more, the feeling of a spray of points. This
spray point of view is the one that dominates at the scale of Fig. 12.

One may consider that the question of qualifying transcendental curve, the single orbit of Fig. 14 is a quite
metaphysical question. Therefore, let us give, in Section 5.2, another heuristic interpretation that does not rely on
such a transcendental curve notion, but also tries to explain the vanishing of the Lyapunov characteristic exponents.

5.2. An alternative interpretation: deformation of the algebraic foliation forε ' 1
3

One verifies, quite easily using (42), that the square of transformation (41) acting on (43) yields, at order four in
Y andZ that

(I1, I2) → (I1 + I2, I2) + · · · , (44)

whereI2 = (3ε − 1)(Y + Z)I1 + · · · . These calculations seem to suggest a perturbative approach near theε = 1
3

integrable value. In this respect, let us recall the invariant for the integrableε = 1
3 situation written in the(Y, Z)

variables. It reads [37] that

Inv(ε = 1
3) = Y 2Z2(YZ+ Y − Z)2

(3 + Y + Z + YZ)(3 − Y + Z − YZ)(3 − Y − Z + YZ)(9 + 3Y − 3Z + 5YZ)
. (45)

In Fig. 16, one sees, quite clearly, how a single orbit forε = 0.33333 can be seen to be related to the elliptic foliation
for ε = 1

3.
In particular, one sees that the base points of the algebraic foliation (45) do play a singled-out role for the orbit of

Fig. 16. This special role is confirmed by Fig. 17 which shows a single orbit associated with a larger deformation
from ε = 1

3, namelyε = 0.3333.
In Fig. 17, one recovers a situation very similar to the one depicted in Fig. 13, namely some branches which look

very much like curves and other branches which are probably curves also, but densified in a more “sparse” way. A
single orbit, like Fig. 16 or Fig. 17 (left), is heuristically, in a first approximation, like a set of curves of the algebraic
foliation (45), the successive values ofInv(ε = 1

3) one encounters being described by the step-like functions of
Fig. 16 or Fig. 17 (right). The transition, from one value ofInv(ε = 1

3) to another one, occurs near the base points
of foliation (45) (as one could have easily guessed). Note that considering the inverse transformationk−1

ε , the same
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Fig. 17. Left: One orbit forε = 0.3333 corresponding to the deformation of theε = 1
3 integrable algebraic foliation. Right:Inv(ε = 1

3) as a
function of the number of iterations for the previous orbit.

set of values ofInv(ε = 1
3) will be encountered successively, but in the reversed order. All these calculations have

been performed with our infinite precision gmp program: all the points, and all the values ofInv(ε = 1
3), are exact,

there is no numerical deviations.
This heuristic interpretation of the orbit as an exploration of successive values ofInv(ε = 1

3) is still, to a large
extent, valid for a larger deformation fromε = 1

3 like the one of Fig. 18 which corresponds toε = 0.333, with the only
difference that the lengths of some intervals of the step-like functions depicted in Fig. 18 (right) become, sometimes,
quite small. The orbit description presented here does not require a concept like the notion of transcendental curve.
It corresponds to a weaker kind of compatibility of the true orbit with curves, namely some “hopping” in a set of
curves. In this approximation, the previousθ → θ +λ shift argument yielding zero Lyapunov exponents is certainly
valid when one moves on each of these curves corresponding to these particular values ofInv(ε = 1

3), and thus, on
the whole orbit. The various right figures of Figs. 16–18 correspond to a quite good approximation of these orbits
(whatever they actually are, etc.) as a successive exploration of various curves of the integrable algebraic foliation
(45). This heuristic description of the orbits is in agreement with the zero value of the Lyapunov characteristic
exponent encountered in the three previous cases (and in many others).

Fig. 18. Left: One orbit forε = 0.333 corresponding to the deformation of theε = 1
3 integrable algebraic foliation. Right:Inv(ε = 1

3) as a
function of the number of iterations for the previous orbit.
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Fig. 19. Phase portrait in the(y, z) variables of the birational transformation (1), forε = 3, near the fixed point ofkε .

Remark. All the previous computations of Lyapunov exponents at various points representative of the phase space,
come up with exponents equal to0,or, at least, very small. However, since the topological entropy is positive(even the
real topological entropy, except aroundε ' 3), there must exist some invariant measure with positive entropy. The
important question would be to find out typical points with respect to this invariant measure and find their positive
Lyapunov exponents. Beyond a quite systematic analysis of real(y, z) points, all our infinite precision computer
calculations have failed to localize such typical points.(Are they complex points localized near they = 1+ z line,
or near the indeterminacy locus?)

6. The birational transformation (41) for ε = 3ε = 3ε = 3

As far as a comparison between the metric entropy and the real topological entropy, or the real Arnold complexity,
is concerned,ε = 3 is obviously an interesting singled-out value, for which one can claim that the real topological
entropy is, not only extremely small, but really equal to zero (see (23) and also (28)). Therefore, one can expect,
for this very value, a very clean comparison between the metric entropy and the real topological entropy, or the real
Arnold complexity.

Let us thus consider the birational transformation (1) forε = 3. This value ofε is singled out as far as the phase
portrait of transformation (1) is concerned: instead of a quite chaotic phase portrait in the(y, z) variables (see Fig. 3
in [33]), the iteration ofkε for ε = 3 gives a very regular phase portrait in the(y, z)-plane, especially around the
fixed point ofkε for ε = 3: (y, z) = (−1, 1). Fig. 19 seems to indicates a structural instability [75] of a slightly
different nature than the one which pops out in Figs. 13 and 14 above. Instead of having hyperbola-like curves with
three asymptotes, one sees, at the scale of Fig. 19 and in the(y, z) variables, three singled-out directions. In fact, a
magnification of the neighborhood of the fixed point obviously shows a structural instability (see Figs. 19 and 20).

In order to get some simple hint on this new structural instability [75], let us linearize transformationkε (see (1))
near its fixed point. For generic values ofε, the linearization of (1) near the fixed point ofk3

ε , (y, z) = (−1, 1),
gives, with the notationsy = −1 + δy, z = 1 + δz:
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Fig. 20. Left: A single orbit of (1) corresponding to 2000 iterations of an initial point(y, z) = (1 + ε1, −1 + ε1) very near the fixed point of
(1). The curve corresponds to the polynomial of degree 36 associated with the truncation of the divergent series (56). Right: A single orbit of an
initial point (y, z) = (1 + ε1, −1 + ε1) slightly further the fixed point of (1).

δy → 2
(ε − 1)(−2 + ε)

ε + 1
δy + (ε − 3)δz + · · · , δz → (3 − ε)δy − (ε + 1)(ε − 4)

2(ε − 1)
δz + · · · , (46)

where the Jacobian matrix of this tangent map has a determinant equal to 1. In theε → 3 limit, relation (46)
becomes at the first order:(δy, δz) → (δy, δz). One has, again, a diffeomorphism tangent to identity. This very fact
allows the existence of three singled-out directions (see Fig. 20).

6.1. An exact functional equation forε = 3

The orbits forε = 3 (see Fig. 19) seem to be curves, exactly similar to the foliation of the plane in algebraic
elliptic curves (linear pencil of elliptic curves) one gets for integrable mappings [32], although theε = 3 value can
actually be seen to correspond [35] to the chaotic complexityλ ' 1.61803 (generic complexity value, see (14)).
The question we address in this section is how to reconcile these apparently opposite facts. For this, let us first
introduce a parameterization of these curves:(y, z) = (y(t), z(t)), and let us consider the representation, restricted
to these curves, ofkε in terms of this parametert .

In fact, a visualization of the curves obtained by the iteration ofkε for ε = 3, singles out three curves,01, 02

and03, intersecting at the fixed point ofkε for ε = 3, namely(y, z) = (−1, 1), which play, more or less, the role
of the stable and instable manifolds, but there are three of them! Note that each curve is globally stable byk3

ε , and
that kε , andk2

ε , map one of the three curves0i into the two others. The appearance of these three curves0i is
reminiscent of the coalescence, in theε → 3, limit of the three fixed points ofk3

ε , namely(y, z) = (2− ε, 1
2(ε −1))

or (1
2(1 − ε), ε − 2) or (−1, 1), with the fixed point ofkε , namely(1

2(1 − ε), 1
2(ε − 1)). In this limit, the triangle,

made from these three confluent fixed points, actually corresponds to the three directions, at(y, z) = (−1, 1), of
the three singled-out curves0i (see below).

Let us concentrate on one of these three curves,01. Since01 is globally stable byk3
ε but not bykε , one can

only expect a representation ofk3
ε (and not ofkε) in terms of a well-suited variablet around the fixed point ofkε :

(y, z) = (−1, 1). Recalling transformation (1), yields, forε = 3, the following expressions for the twoy andz

components ofk3
ε :

k3
y = 4 + 12y + z − 7yz− 3z2 + yz2

1 − 3y + z + yz
, k3

z = (yz− 2 − 3y − 2z)(3 + 15y − 8yz− 3z2 + yz2)

(7 + 3y + 4z − 4yz− 3z2 + yz2)(1 + z)
. (47)
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Let us now try to find the parameterization(y(t), z(t)) of curves0i (as an expansion near the fixed point ofkε for
ε = 3, namely(y, z) = (−1, 1) which belongs to the curves). A simple linearization ofk3

ε around this fixed point
(y, z) = (−1, 1) yields the identity matrix: therefore, one cannot have (near this fixed point) a representation of the
iteration ofk3

ε like t → µt , it must be a shift representationt → µ + t . However, such a shift representation is not
well suited to deal with an expansion around the fixed point(y, z) = (−1, 1) (the fixed point would correspond to
t = ∞). We must represent the shift, associated with the action ofkε , ast → t/(1+ t), i.e. 1/t → 1/(t +1). Let us
then write, using this last shift representation, that one of the (three) curves, namely01, is actually invariant under
k3
ε :

k3
y(t) = y

(
t

1 + t

)
, k3

z (t) = z

(
t

1 + t

)
. (48)

Eq. (48), when solved, gives, order by order, three solutions. One solution corresponds to the following expansion,
depending on only one parameterσ , for y(t) andz(t):

y(σ, t) = −1 + 2

3
t − σ t2 −

(
10

81
− 3

2
σ 2
)

t3 +
(

5

729
+ 5

9
σ − 9

4
σ 3
)

t4

+
(

545

6561
− 10

243
σ − 5

3
σ 2 + 27

8
σ 4
)

t5 −
(

1085

78732
+ 2725

4374
σ − 25

162
σ 2 − 25

6
σ 3 + 81

16
σ 5
)

t6

−
(

117935

1062882
− 1085

8748
σ − 2725

972
σ 2 + 25

54
σ 3 + 75

8
σ 4 − 243

32
σ 6
)

t7

+
(

73175

2125764
+ 825545

708588
σ − 7595

11664
σ 2 − 19075

1944
σ 3 + 175

144
σ 4 + 315

16
σ 5 − 729

64
σ 7
)

t8 + · · · , (49)

z(σ, t) = 1 + 2

3
t −

(
4

9
+ σ

)
t2 −

(
14

81
− 4

3
σ − 3

2
σ 2
)

t3

+
(

31

729
− 7

9
σ − 3σ 2 − 9

4
σ 3
)

t4 −
(

631

6561
+ 62

243
σ − 7

3
σ 2 − 6σ 3 − 27

8
σ 4
)

t5

−
(

409

26244
− 3155

4374
σ − 155

162
σ 2 + 35

6
σ 3 + 45

4
σ 4 + 81

16
σ 5
)

t6

+
(

128683

1062882
+ 409

2916
σ − 3155

972
σ 2 − 155

54
σ 3 + 105

8
σ 4 + 81

4
σ 5 + 243

32
σ 6
)

t7

+
(

35363

6377292
− 900781

708588
σ − 2863

3888
σ 2 + 22085

1944
σ 3 + 1085

144
σ 4

−441

16
σ 5 − 567

16
σ 6 − 729

64
σ 7
)

t8 + · · · . (50)

One thus gets (at first sight) a family of curves depending on one parameter, namelyσ . In fact, this is not a family
of curves: parameterσ corresponds to a simple reparameterization of a single curve. Considering expansions (49)
and (50), one immediately verifies that

y(σ + 2
3τ, t) = y

(
σ,

t

(1 + τ t)

)
, z(σ + 2

3τ, t) = z

(
σ,

t

(1 + τ t)

)
. (51)

This parameterσ corresponds to transformationt → t/(1 + τ t), which just amounts to changing the shift corre-
sponding tok3

ε , from (a normalized value) 1 to another valueτ :
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1

t
→ 1

t
+ τ. (52)

This means that one does not have a family of curves indexed byσ , but rather, a single curve with a reparameterization
parameterσ . Therefore, without any loss of generality, one can restrict to a specific value ofσ , for instanceσ = −2

9.
One then gets

y(t) = −1 + 2

3
t + 2

9
t2 − 4

81
t3 − 67

729
t4 + 119

6561
t5 + 7031

78732
t6 − 9004

531441
t7 − 498563

3188646
t8 + · · · , (53)

z(t) = 1 + 2

3
t − 2

9
t2 − 4

81
t3 + 67

729
t4 + 119

6561
t5 − 7031

78732
t6 − 9004

531441
t7 + 498563

3188646
t8 + · · · . (54)

One remarks, for this particular valueσ = −2
9, the following relation:

y(t) = −z(−t). (55)

This is a remarkable result: it means that, in order to get, order by order, the parameterization of the curve, one just
needs to find the expansion of a only one functiony(t) instead of two (y(t) andz(t)). The expansion ofy(t) at
higher orders can be found in Appendix C. This divergent series seems to be Borel summable [78] (see also (69) in
Appendix C).

This solution, corresponds to one of the three previously mentioned curves, say,01. The two other solutions of
(48) correspond to the following expansions fory(t) andz(t), depending on a only one parameter,σ2 or σ3:

y(σ2, t) = −1 + 2

3
t − σ2t

2 −
(

10

81
− 3

2
σ 2

2

)
t3 −

(
5

729
− 5

9
σ2 + 9

4
σ 3

2

)
t4 + · · · ,

z(σ2, t) = 1 − 4

3
t +

(
2

9
+ 2σ2

)
t2 +

(
2

81
− 2

3
σ2 − 3σ 2

2

)
t3 −

(
2

81
+ 1

9
σ2 − 3

2
σ 2

2 − 9

2
σ 3

2

)
t4 + · · · ,

(56)

and

y(σ3, t) = −1 − 4

3
t −

(
2

9
− 2σ3

)
t2 +

(
2

81
+ 2

3
σ3 − 3σ 2

3

)
t3 +

(
2

81
− 1

9
σ3 − 3

2
σ 2

3 + 9

2
σ 3

3

)
t4 + · · · ,

z(σ3, t) = 1 + 2

3
t − σ3t

2 −
(

10

81
− 3

2
σ 2

3

)
t3 +

(
5

729
+ 5

9
σ3 − 9

4
σ 3

3

)
t4 + · · · . (57)

A straightforward calculation shows that these two expansions are nothing but the expansion of curve01 transformed
by kε andk2

ε . The parametersσi in (56) and (57) are also just reparameterization parameters, likeσ in (49) and (50).
The slopes at(y, z) = (−1, 1), corresponding to the three curves0i , are just the first-order term in (53), (56) and
(57), namely(2

3, 2
3), (2

3, −4
3), and(−4

3, 2
3). They correspond exactly to the three edges of the triangle built from

the three confluent fixed points ofk3
ε whenε → 3.

Since the three0i ’s are on the same footing, let us restrict to01. With the σ = −2
9 choice, the expansion

corresponding to01 (see (53) and (54)), actually verifies, as a consequence of (55), the exact nonlinear functional
equation:(

y

(
t

1 + t

)
+ y(−t) + 4

)
(y(−t) + 3)y(t) + (y(−t) − 1)

(
y

(
t

1 + t

)
− 3y(−t) − 4

)
= 0. (58)

This equation is obtained from the equality of they-components ofk3
ε coming, respectively, from (47) and (48). Of

course one can obtain another, similar, nonlinear functional equation, deduced from the equality of thez-component
of k3

ε in (47) and (48):
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Fig. 21. Left:L(N)
i ’s, as a function ofN , for orbit of Fig. 20 (right). Right: TheL(N)

i ’s, as a function ofN , for a generic orbit of the point
y = 0.8, z = −1.2.

(
(1 − y(−t))y

( −t

1 + t

)
− y(t)y(−t) − 3y(t) + 2y(−t) − 2

)
×(y(t)y(−t)2 + 4y(t)y(−t) − 3y(−t)2 − 4y(−t) + 3y(t) + 7) + (4y(t)y(−t)

+12y(t) − 4 + 4y(−t))(2y(−t) − 2 − 3y(t) − y(t)y(−t)) = 0. (59)

One easily verifies that the expansion ofy(t), at higher orders (see Appendix C), is actually a solution of these two
functional equations (58) and (59).

6.2. Checking numerically the divergent series

Similarly to what has been done for the neighborhood of the point at infinity for various values ofε, it is worth
considering a single orbit near the fixed point of mapping (1) forε = 3. The orbit corresponding to Fig. 20 (left)
originates from the iteration of an initial point(y, z) = (1+ ε1, −1+ ε1) whereε1 is very small (tangent to the true
curve parameterized by (53) and (54)). One finds that the points of this orbit are in perfect agreement (see Fig. 20 (left))
with the plot of the curve parameterized by (53) and (54), up to order 36. Of course, this curve is just a polynomial
approximation of the transcendental curve corresponding to the divergent series (53) (see also (C.1) in Appendix
C). The polynomial curve, parameterized by (53) up to order 36, makes two corners near(y, z) ' (0.8, −1.2) and
near(y, z) ' (1.2, −0.8) when the last,t36, term becomes dominant, and thus differs from the true transcendental
curve associated to the divergent series (53) (see also (C.1) in Appendix C). After all, asymptotic series are not so
bad: despite their monstrous character, one sees that they can be very well, and simply, approximated.

Fig. 20 (right) corresponds to another initial point of the previous form(y, z) = (1 + ε1, −1 + ε1) but with ε1

slightly larger (and therefore one is not exactly on the transcendental curve corresponding to the divergent series
(53) anymore). One is back to a quite generic orbit of the foliation depicted in Fig. 19. One sees, however, in this
region near the fixed point that such a generic curve of the foliation gets extremely close to the transcendental curve
corresponding to the divergent series (53) and (54). Not surprisingly, our Lyapunov program, performed on the
orbits of Fig. 20, do suggest Lyapunov characteristic exponents also equal to zero (see Fig. 21).

The orbits ofk3
ε , in the real(y, z)-plane, build a very regular phase portrait which looks very much like a foliation

of the plane in curves [32]. The previous expansions (49) and (50) give some hint on only three of these curves.
It would be interesting to perform similar calculations for the curves not including the fixed point(−1, 1). This
remains to be done. The parameterization of, at least, the three curves0i corresponding to the divergent series,
seems to exclude a parameterization in algebraic elliptic curves. Actually, using a systematic method well suited for
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two-dimensional rational transformations, introduced in [32], we have not been able to find any algebraic invariant
corresponding to a possible linear pencil of this very regular foliation. This seems to correspond exactly to the notion
of non-algebraic integrability34 developed by Rerikh [81–83]. In fact, complexity growth calculations, performed
for this ε = 3 case, do show [35] the same value for the complexity growthλ, namely 1.61803. . . , than for the
other generic values ofε. The system is actually chaotic forε = 3, even if its restriction to the real(y, z)-plane
is extremely regular (the real topological entropy being zero [35]). The corresponding function which gives nice
real curves corresponds to a divergent series which is certainly quite monstrous in the non-real (complex) plane.
One can imagine that this kind of function corresponding to divergent series is actually compatible with pictures
like the one of the Vague Attractor of Kolmogorov (see the VAK in [84] or the Nested KAM tori [85], p. 441)
together with the occurrence of a nice curve in the real space. The occurrence of such divergent series solves the
paradox of the compatibility between a regularity of the (real) phase portrait together with a chaotic (complex)
dynamics (complexity growthλ ' 1.61803). This example shows that simple functional equations, yielding curves,
or even foliation in curves, but only for real values of the variables, are actually compatible with a chaotic dynamical
system. One can actually calculate, order by order, all the coefficients of the divergent series (53) from the functional
equations (58), however, the growth of the computing time is exponential, not polynomial (see also Appendix C).

7. A simple birational deformation breaking the measure-preserving property and its associated Lyapunov
exponents

In view of the previous results, one may think that reversibility, especially in the algebraic framework of birational
transformations, leads naturally to systems of zero metric entropy. Let us see, in this section, that this is not the
case, and that the previous zero (or at least very small, etc.) metric entropy is in fact a consequence of the specific
character of transformation (1) and in particular its measure-preserving property.

Let us consider a simple birational transformation which is a simple birational deformation of the birational
transformation (1):

kε,β : (y, z) →
(

z + 1 − ε

1 + βz
, y

z − ε

z + 1

)
. (60)

One easily verifies that transformation (60) is actually birational and has35 still a growth complexityλ ' 1.61803,
the generating function of the degrees of the numerator of thez-components being

G(t) = 1 + t

1 − t − t2
= 1 + 2t + 3t2 + 5t3 + 8t4 + 13t5 + 21t6 + 34t7 + 55t8 + 89t9

+144t10 + 233t11 + 377t12 + · · · . (61)

This birational deformation does not modify the growth-complexityλ of transformation (1) (λ ' 1.61803), but
does modify the phase portrait: for instance one easily verifies that the determinant of the Jacobian matrix ofkN

ε,β ,

evaluated at a fixed point ofkN
ε,β , is no longer equal to 1. This property36 of the determinant being equal to 1 was,

in fact, a consequence of the fact that transformation (1) is a measure-preserving map.

34 Non-algebraic integrability of the Chew–Low reversible dynamical system of the Cremona type [79,80] has been addressed by Rerikh [81–83].
35 Generically for the generic values ofε and for many non-generic values ofε ( 1

3 , 1
4 , 1, . . . ) exceptε = −1, for which one recovers the

integrable(1 − t) singularity.
36 This measure-preserving property obviously helps the systems to have elliptic trajectories around the fixed points ofkN

ε and the mapping to
be a diffeomorphism tangent to identity at the fixed point at infinity, these two properties being crucial to have a very regular phase portrait,
yielding a very weak metric entropy.
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Fig. 22. Left: An expanding spiraling orbit of the initial pointy0 = 0.1, z0 = −0.5 for ε = 0.34 andβ = 1 × 10−4. We have represented the
first 10 000 iterations (inside) and the 10 000 iterations after 50 000 iterations (outside). Right: TheL

(N)
i ’s, as a function ofN , for the previous

orbit.

Let us study the birational transformation (60), comparing its phase portraits with the phase portraits of transforma-
tion (1), and also comparing the corresponding Lyapunov exponents. Let us first see the birational transformation
(60) as a deformation of (1), and let us restrict ourselves to small values of the deformation parameterβ. For
β ' 1 × 10−4, the curves in the elliptic regular region (see Fig. 4) become (as a consequence of the determinant
of the Jacobian matrix ofkN

ε,β , evaluated at a fixed point ofkN
ε,β , being no longer equal to 1) orbits spiraling around

the fixed elliptic points.
Fig. 22 (left) represents such an expanding spiraling orbit (more precisely two parts of this orbit, namely the first

10 000 iterations and the 10 000 iterations after 50000 iterations). The orbit is in expansion from an orbit inside (see
the first 10 000 iterations) to the shield-graft limit of this region. Fig. 22 (right) represents theL

(N)
i ’s, as a function

of N , for the previous orbit. The linearization, near the (expansive) fixed point at the middle of this region, gives a
Jacobian matrix with two (complex conjugate) eigenvalues of modulus very close to 1, but slightly larger than 1:
this is in fact in agreement with Fig. 22 (left and right).

Let us recall, for transformation (1), the partition of the (real)(y, z)-plane into the regular elliptic regions and the
region associated with the point at infinity (the extension of the hyperbolic regions being very small, possibly zero).

Fig. 23 (left) represents an orbit in the region associated with the point at infinity, but in the(Y, Z) = (1/y, 1/z)

variables. In the(y, z) variables the orbit is more fuzzy as compared to the equivalent one for transformation (1).
The orbit looks, at first sight, quite similar to Fig. 15 corresponding to the birational transformation (1). However,
this similarity is probably just superficial: the point at infinity which is a fixed point of mapping (1), is not a fixed
point of mapping (60) any longer. The region of the(Y, Z)-plane, associated with the point at infinity, is more subtle
than the obvious, previously mentioned (see Fig. 22), expanding, or contracting, regions around fixed points. In
order to understand, more clearly, what is really going on in this region associated with the point at infinity, let us
perform a much larger deformation of transformation (1), consideringβ = 1.1.

One finds some strange attractor (see Fig. 24 (left)), the calculations of the Lyapunov characteristic exponents
yielding a negative value for one of the twoL(N)

i ’s, but also a small, but positive, Lyapunov exponent (see Fig. 24

(right) and the insert corresponding to a magnification of the positiveL
(N)
i ’s). One thus sees, with this example,

that one may have a non-zero metric entropy for a birational transformation having the same topological entropy as
(1). The previously noticed zero (or, at least, very weak) metric entropy is not a consequence of the birationality of
the transformation only: the measure-preserving property is certainly crucial.
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Fig. 23. Left: An orbit of the initial pointy0 = 11, z0 = −17 forε = 0.34 andβ = 1× 10−4, in theY andZ variables. Right: TheL(N)
i ’s, as a

function ofN , for the previous orbit.

Fig. 24. Left: An orbit of the initial pointy0 = 0.82, z0 = 0.456 for ε = 0.34 andβ = 1.1. Right: TheL
(N)
i ’s, as a function ofN , for the

previous orbit. The insert corresponds to a magnification of the positiveL
(N)
i .

8. A simple rational deformation breaking the reversibility property and its associated Lyapunov exponents

The breaking of reversibility, linked to some loss of memory, is at the origin of many phenomena associated with
chaos (occurrence of strange attractors, etc.). Let us consider another deformation of the birational transformation
(1), namely a non-invertible rational transformation:

(y, z) →
(

z + 1 − ε

1 + βy
, y

z − ε

z + 1

)
. (62)

One easily verifies that the rational transformation (62) has37 a growth complexityλ = 2, the generating function
of the degrees of the numerator of thez-components being

37 Generically for the generic values ofε and for many non-generic values ofε ( 1
3 , 1

4 , 1, . . . ), exceptε = −1, for which one recovers the
1 − t − t2 denominator and for which the mapping becomes birational again.
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Fig. 25. Left: One confined orbit forβ = 1 × 10−4 andε = 0.34. Right:L(N)
i , as a function ofN , for another annulus-like orbit of the initial

point y0 = −0.3, z0 = 0.4 for ε = 0.34 andβ = 1.1. The expected negative limit for theL(N)
i ’s equals to' −0.486315 is indicated by an

arrow.

G(t) = 1 − 2t2 + 2t5

(1 − t)(1 + t)(1 − 2t)

= 1 + 2t + 3t2 + 6t3 + 11t4 + 24t5 + 47t6 + 96t7 + 191t8 + 384t9 + 767t10 + 1536t11 + · · · . (63)

For ε = −1, the rational transformation (62) becomes birational38 and the previous generating function reads (up
to order 12)

G(t) = 1 − 2t2 + t5 + t6

(1 − t − t2)(1 − t2)
. (64)

The analysis of this (generically) rational (but not birational) deformation of transformation (1) gives, at first sight,
results similar to the ones of Section 7. The curves of the regular elliptic region of Fig. 4, again, become spiraling
orbits.

Fig. 25 (left) shows such a spiraling orbit, slowly contracting towards a central fixed point. For another orbit
(not represented here, corresponding to theL

(N)
i ’s of Fig. 25 (right)), one also gets such a spiraling orbit quickly

contracting to a fixed point. These results are in agreement with the linearization around the fixed point. For the
second orbit, one expects a negative limit for theL

(N)
i ’s equal to' −0.486315, in quite good agreement with the

calculations of theL(N)
i ’s after only 100 iterations, as shown in Fig. 25 (right).

Recalling the results of Fig. 23, one can also try to analyze the region of the point at infinity for small values
of the deformation parameterβ. Forβ = 1 × 10−5, one gets, in the(Y, Z) variables, orbits similar to the orbit of
Fig. 23 (left).

However, it is again clear that the similarity of Fig. 26 with Fig. 23, corresponding toβ = 0, can only be superficial,
since the point at infinity is not a fixed point of mapping (62) anymore. Despite these superficial similarities in the

38 Its inverse transformation is a simple polynomial transformation, namely(y, z) → (z, −2 + y + βyz) and the generating function of the
degrees of the numerator of thez-components becomesG(t) = (1 + t − 2t3 − t4)/(1 − t − t2), the 1− t − t2 denominator being a direct
consequence of the linear recursion on the degree:dn+1 = dn−1 + dn. For (y, z) → (z, −2 + y + βyµzρ) one would have a 1− ρt − µt2

denominator.
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Fig. 26. One orbit forβ = 1 × 10−5 for ε = 0.34.

region associated with the point at infinity, it is however worth noticing that, trying to calculate the corresponding
Lyapunov characteristic exponentsL

(N)
i ’s, and plotting them as a function ofN , one gets quite different behaviors

for theL
(N)
i ’s, for the birational situationβ = 0 and forβ = 1× 10−6, even ifβ = 1× 10−6 yields orbits visually,

almost indistinguishable from theβ = 0 ones for the first 3× 104 iterations (see Fig. 27).
The number of iterations where the systems feels the irreversibility can be estimated, for this particular orbit, to

1× 104 iterations. These results confirm the crucial role played by the reversibility in the analysis of the Lyapunov
characteristic exponents of birational transformations. Let us consider larger values ofβ in order to better understand
the dynamics. Whenβ is not very small, the phase portrait often becomes quickly trapped by some fixed points to
which all the orbits quickly converge with spiraling orbits, however, for some values ofβ, one can see that there

Fig. 27. TheL
(N)
i ’s, as a function ofN , for the birational transformation (1) forε = 0.34 andβ = 0 (indexed by (I)), and the rational

transformation (62)β = 1 × 10−5 (indexed by (III)) and forβ = 1 × 10−6 (indexed by (II)).
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Fig. 28. Left: An orbit of the initial pointy0 = −1.6, z0 = 0.15 for ε = 0.34 andβ = 1.1. The insert corresponds to a zoom of the strange
attractor. Right: TheL(N)

i ’s, as a function ofN , for the previous orbit.

exists (at least) one strange attractor located in the region associated to the point at infinity, previously described
for β = 0. The occurrence of this strange attractor is confirmed by the Lyapunov’s calculations yielding, clearly, a
positive Lyapunov characteristic exponent (see Fig. 28).

Let us consider the strange attractor which corresponds toε = 0.333333 andβ = 0.5: this attractor is a very
skinny attractor, that we will not show here. Let us recall the algebraic invariant (45) corresponding to the integrable
ε = 1

3 case (β = 0), but written in the(y, z) variables as

1(y, z, 1
3) = (5 + 3z − 3y + 9yz)(1 − z − y + 3yz)(1 + z − y − 3yz)(1 + z + y + 3yz)

(1 + z − y)2
= ρ.

An evaluation of theε = 1
3 algebraic invariant1(y, z, 1

3) for the successive points of this skinny strange attractor
corresponding toε = 0.333333 andβ = 0.5, shows, in Fig. 29 (left), a quite remarkable spectrum of discrete values
of 1(y, z, 1

3).
Actually, these singled-out values of1(y, z, 1

3) seem to correspond to finite-order orbits (for instancek10 =
identity). Of course, it is clear that the attractor cannot be reduced to such a finite set of values. This is just a first

Fig. 29. Left:1(y, z, 1
3), as a function of the number of iterationsN , corresponding to the strange attractor orbit associated withε = 0.333333

andβ = 0.5. Right:1(y, z, 1
3), as a function of the number of iterationsN , corresponding to the strange attractor orbit of Fig. 28.
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approximation of the true orbit. However, one recovers, here, the standard interpretation of strange attractor as a
limit of sets of finite-order fixed points in the infinite-order limit. On the other hand, Fig. 29 (right) gives1(y, z, 1

3),
as a function of the number of iterationsN , for the strange attractor orbit of Fig. 28. In that case, it is clear that the
distribution of1(y, z, 1

3) is much more involved as compared with the previous distribution for the skinny attractor.
Recalling Figs. 16 and 17 or Fig. 18 (right) also giving1(y, z, 1

3), as a function of the number of iteration,
one sees a drastic difference with the previous analysis performed for strange attractors (see Fig. 29): for strange
attractors one jumps, all the time, from one value of1(y, z, 1

3) to another one belonging to some, more or less,
complicated spectrum of values, while for the orbits described in Figs. 16 and 17 or Fig. 18 (transcendental-like
curves? etc.), one seems to explore various values of1(y, z, 1

3) consecutively.

9. Conclusion

The results presented here seem to be in agreement with very small metric entropies for birational transformation
(1) for any value of the parameterε. The possibility that the metric entropy could actually be very small, for most
of the invariant measures, for a large set of birational measure-preserving transformations generated by involutions
is not excluded.

Calculating characteristic Lyapunov exponents amounts to performing local calculations (like derivatives: cal-
culating a Jacobian matrix for theN th iteratekN , etc.) yielding floating numbers, while the topological approach
amounts to calculating global quantities encoded by integers like some number of intersections, or number of fixed
points, wherever these points and intersections are (very far away, or very close from each other, etc.). In the met-
ric approach, the question of the actual localization of these points is crucial (one can imagine to neglect elliptic
regions of very small extensions, etc.), this question is irrelevant in the topological approach. This gap between
local and global (or real functional analysis versus complex projective, or metric versus topological) approach
can be narrowed by some assumptions on the density of periodic orbits at infinity (see the work of Fornaess and
Sibony [86,87] on biholomorphic transformations inCN ), or some ergodic hypothesis which are quite hard to
control. With some birational transformations which naturally occur in lattice statistical mechanics [23], namely
birational measure-preserving transformations generated by involutions we seem to be able to get a large set of
examples of discrete dynamical systems which can be topologically chaotic when they seem to be metrically almost
quasi-periodic. This measure-preserving property is a necessary (but probably not sufficient) condition to have a
phase portrait so regular39 that it yields very weak metric entropy.

We have tried, here, to understand such a metric almost periodicity together with a topological chaos situation on
a very simple (but non-trivial) birational toy example where it has been seen that this situation seems to be the conse-
quence of two phenomena. First, there is no chaotic hyperbolic regions (infinite set of homoclinic points, intersections
of stable and unstable manifolds) for this two-dimensional birational example: an orbit can be locally hyperbolic but,
globally, it will be elliptic. Thus, the whole two-dimensional (real) space seems to be partitioned into regular elliptic
regions, where one can easily understand that the metric entropy will be zero, and a region associated with the point
at infinity. Secondly, this region associated with the point at infinity, corresponds to some kind of transcendental fo-
liation, or, at least, to a quasi-foliation in curves (see Section 5.2). Again, because of this (quasi-)foliation, the metric
entropy could be zero, or in any case, should be very small. Theε = 3 situation is an extreme example of such a sit-
uation: the topological entropy is non-zero but one seems to have a zero real topological entropy when the mapping
is restricted to real variables. Theε = 3 mapping has certainly zero metric entropy, the transcendental curves of the
foliation of the two-dimensional space, satisfying remarkable nonlinear functional equations. As a consequence of

39 This measure-preserving property has the following consequence: the Jacobian ofkN is equal to 1 at every fixed point ofkN , for anyN .
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this foliation, there is no serious metric chaos. However, the transcendental character of this foliation corresponds to a
clear exponential computing complexity: to sum up, and in simple words, a topological chaos is perfectly compatible
with a metric quasi-periodicity. Recalling Fornaess and Sibony’s [86] assumption on the density of periodic orbits at
infinity, the possible existence of a foliation for our birational example is actually a situation where this density is very
particular.

The results presented here may look a bit paradoxical: computing Lyapunov exponents at various typical (with
respect to some invariant measureν) points one seems to always get a zero value. By the Pesin–Ruelle inequality
the Lyapunov being zero means that the metric entropyh(ν) of the invariant measureν would be zero. However, the
topological entropy is the supremum of theseh(ν) taken over allkε-invariant measuresν, and is clearly non-zero:
therefore, there must exist some invariant measureν and some points somewhere such that the Lyapunov exponents
of the corresponding orbits are non-zero. We have no idea where such points could be. In particular, we have no idea
where points such that the Lyapunov exponents of their orbits could be of the order of the real topological entropy
' log(hreal) or of the order of the topological entropy' log(h).

Of course, all the results presented here are very preliminary. One can, however, hope that birational measure-
preserving transformations generated by involutions could thus allow to better understand the gap between the
topological universe and the measure universe, i.e. between the topological description and the probabilistic de-
scription of discrete dynamical systems. Corresponding to topological chaos and weak metric chaos, some birational
measure-preserving transformations generated by involutions, might be seen as a possible frontier between these two
universes. Despite their reversible and algebraic character, birational measure-preserving transformations generated
by involutions correspond to a huge set of transformations. It would be interesting to see if the “topological-chaos
with metric-weak-chaos” situation, described here, is, beyond the measure-preserving property, also a consequence
of the specificity of the mapping considered here, in particular its two-dimensional character and, especially, the
structural instability of the point at infinity.
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Appendix A. Less universal Arnold complexities

Let us calculate a modified Arnold complexity,ÃN , corresponding to a calculation with a finite, not too large,
precision (say 1000 digits, etc.) and to intersection counting in some finite box. Of course, one also calculatesÃ

1/N
N

which is supposed to have a largeN limit. This introduces a less universal (more metric), scale-dependent, notion
of (real Arnold) complexity. Of course, this can also be introduced for the counting of the real fixed points ofkN

ε ,
i.e. for the calculation of the real topological entropy, thus yielding a far less universal new real topological entropy,
closer to a notion of visual complexity as it can be seen on the phase portraits (see Fig. 4). Such new complexity
notions will take into account a more metric point of view, which amounts to saying that an elliptic region of a
too small extension could be neglected, the extension of this region being a weighting parameter. This is a way to
introduce a notion of measure of these topological structures. Let us compare such calculations performed with only
1000 digits, with the infinite precision calculations of Fig. 1. For instance, let us considerÃ

1/13
13 , corresponding to
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Fig. 30.Ã1/13
13 , as a function ofε, corresponding to the counting of Arnold intersections with a precision of 1000 digits together withA1/13

13

corresponding to an infinite precision calculation, in the interval [0.32, 0.35]. The right insert corresponds to the 1000 digits calculation ofÃ
1/13
13

and the left insert corresponds to the infinite precision (exact) calculation ofA1/13
13 .

the counting of Arnold intersections with a precision of 1000 digits, which, from time to time, cannot discriminate
between some points that are too close and count them as a single point. The plot ofÃ

1/13
13 , as a function ofε, gives

a result almost indistinguishable from Fig. 1, except in the neighborhood of the non-genericε = 1/m values (as
well as theε = (m−1)/(m+3)). Let us give here a plot corresponding to such a calculation ofÃ

1/13
13 , as a function

of ε, performed with only 1000 digits aroundε = 1
3.

One remarks that the neighborhood of theε = 1
3 value is singled out in such a calculation, but in a quite different

way as compared to the way theε = 1/m values are singled out in Fig. 1: near thisε = 1
3 value, the visual

complexity Ã
1/13
13 becomes smaller. One has a similar phenomenon around all theε = 1/m values, yielding a

decrease of̃A1/13
13 similar to the one in Fig. 30, around all these values. Around theseε = 1/m values, one also

remarks another phenomenon which has some impact on the visual complexity, as it can be seen on the phase
portrait of Fig. 4 for instance. One actually finds out that several of these Arnold intersections migrate to infinity
(whenN gets large) thus being out of the frame of a given phase portrait (like Fig. 4 for instance). Forε = 1

4, around
two-third of the Arnold intersections of the liney = 1

2(1 − ε) with its 13th iterate correspond toz values in the
interval [−1, +1], most being close toz ' −0.66 orz ' −0.62, however, somez values obviously do not belong
to this narrow box (z ' −150.37, z ' +71.87, . . . ). We do not want to analyze, here, in detail this distribution
of z values whenN → ∞ together withε → 1/m. It is clear that one can introduce many complexitiesA1/N

R,N ,
corresponding to the counting of Arnold intersections inside a given interval [−R, +R], or inside a given disk of
radiusR. Of course, there are many (not very well-defined, etc.) ways to change the real topological entropy, or the
real Arnold complexity, into a less universal quantity turning it into a more metric quantity, which tries to fill the
gap between the metric (measure) point of view and the topological point of view.
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Fig. 31.α(i)
N ’s, as functions of the number of iterationsN , for ε = 0.49, for two orbits close to the diamond-shaped frontier of Fig. 9.

Appendix B. Zero limit of the Lyapunov exponents

In Section 4.5 (corresponding to hyperbolic points near the spray-like region) theL
(N)
i ’s seem, phenomenologi-

cally, to behave like

L
(N)
i = ln(|λ(N)

i |)
N

' Nα, i = 1, 2, (B.1)

where the exponentα seems to be the same forL
(N)
1 andL

(N)
2 . In this respect, let us introduce the two variables

α
(i)
N defined by

α
(i)
N = ln(|L(N)

i |)
ln(N)

, i = 1, 2, (B.2)

which have the limitα(i)
N → α, if the phenomenological relation (40) is actually valid. Non-zero Lyapunov exponents

correspond toα = 0 for which one has a non-zero finite limit for theL(N)
i ’s. Theα = −1 value corresponds, for

instance, to the ln(|λ(N)
i |)’s being bounded by a value independent ofN (this is the case for elliptic orbits). Let

us plot theα(i)
N ’s, as a function of the number of iterationsN , for the orbit in the spray-like region, but near the

diamond shaped frontier (indexed by (II) in Fig. 10).
Fig. 31 is, up to 5× 105 iterations, in quite good agreement with the phenomenological relation (40). Of course,

one could argue that theα(i)
N ’s seem, again, to behave like another power law' A+BN−α′

, thus introducing further

corrections. Our point here is just that the extensivity of the ln(|λ(N)
i |)’s is certainly not satisfied: we have here an

under-extensive behavior for the ln(|λ(N)
i |)’s yielding Lyapunov exponents equal to zero. Fig. 31 gives theα

(i)
N ’s,

as functions of the number of iterationsN , for two orbits close to the diamond-shaped frontier in Fig. 9. One orbit is
outside the diamond-shaped frontier in the spray-like region and corresponds to the upper curve in Fig. 31, while the
lower fuzzy set of data in Fig. 31 corresponds to an orbit inside the diamond-shaped frontier (see Fig. 9). Keeping in
mind that the orbit inside the diamond-shaped frontier is in the elliptic region, and, especially, keeping in mind the
θ → θ +λ shift interpretation of the movement on this very orbit, one can certainly argue that, in theN large limit,
α

(i)
N should tend to aα∞ = −1 limit (bounded periodic function). This largeN limit, α∞ = −1, is not incompatible

with Fig. 31.
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Appendix C. The expansion ofy(t)y(t)y(t) for the ε = 3ε = 3ε = 3 case

Let us give here, up to order 28, the expansion of the divergent series (56) satisfying the two functional equations
(58) and (59):

y(t) = −1 + 2

3
t + 2

9
t2 − 4

81
t3 − 67

729
t4 + 119

6561
t5 + 7031

78732
t6 − 9004

531441
t7 − 498563

3188646
t8

+ 4012423

133923132
t9 + 9273016087

21695547384
t10 − 65639286071

781039705824
t11 − 3919438859951

2343119117472
t12

+ 58702493381929

173976594472296
t13 + 36954492298242887

4175438267335104
t14 − 296783900798299309

162842092426069056
t15

−1068916236137657496299

17586945982015458048
t16+3521411684134210965649

276994399216743464256
t17+873169015196420150636423

1661966395300460785536
t18

−63608026457130368941111487

572131931582183625420768
t19 − 153262556077398234892492926167

27462332715944814020196864
t20

+2486381755277467654080184241081

2087137286411805865534961664
t21 + 132736579097260552611348063340597

1857781540652266759432218624
t22

−4809337322739099418205059004605277

313254752134101333288967922688
t23−34666340109953257893099809606832084623

31951984717678335995474728114176
t24

+51145774987456210637000437263820857362299

218264007606460713185087867747936256
t25

+50495777020773376116907497144298407135656551

2619168091277528558221054412975235072
t26

−32851079380319620883471714906166192560054779

7857504273832585674663163238925705216
t27

−189183099578052801080437416188689042799128604741

477343384635329579735787166764736591872
t28 + · · · . (C.1)

One easily verifies that this expansion satisfies, order by order, the functional equations (58) and (59).
Let us denote byan the ordern coefficient ofy(t). From the nonlinear functional equations (58) (or (59)), one

can deduce the following recursion (witha0 = −1 anda1 = 2
3):

−4(i − 1 − 2(−1)i)ai−1 =
i−2∑
j=1

(−1)j−iaj

(
−4

(
i − 1
j − 1

)
− 2

(
i − 2
j − 1

)
a1

)

+
i−2∑
k=2

(−1)iak


4((−1)k − 1)ai−k + 2

i−k∑
j=1

(−1)j−k

(
i − k − 1

j − 1

)
aj




+
i−1∑
k=1


(−1)kak +

k∑
p=1

(−1)p−k

(
k − 1
p − 1

)
ap


 i−k−1∑

j=1

(−1)j aj ai−k−j , (C.2)

where(ij ) is the binomial symbol. This recursion givesai−1 in terms of theaj ’s of lower order. We have calculated
these coefficients up to order 300. One can numerically see that this series seems to be Borel summable. Actually,
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it seems that thean’s behave asymptotically like

an

(n + 1)!
'
{−(−1)n/2αn

even for n even,

−(−1)(n+1)/2αn
odd for n odd,

with αeven' αodd ' 0.1591, yielding a radius of convergence, int , aroundR ' 6.285.
One remarks that the numerators of the coefficients in this expansion often factorize in quite large prime numbers

(in contrast with the denominators). For instance, the numerator of the coefficient oft25 factorizes into the product
of 73, 5327767 and 131504822681376234536009451871189. The numerator of the coefficient oft26 factorizes into
the product of 5417, 183088852209431303 and 50913660439290187318201. The numerator of the coefficient of
t28 factorizes into the product of 58237, 8933 and 363652022997779867691608968908050087221. This function
can thus be seen to produce large prime numbers.
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