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Introduction

The goal of this talk is to bring to attention several of the
outstanding unsolved problems of the correlation funatiofthe
anisotropic Ising model on the square lattice. Some of these
problems go back for decades. More recent work is

BMM and J.M. Maillard,The anisotropic Ising correlations as ellipic integralsality and
differential equations]. Phys. A 40 (2016) 434004 (arXiv:1606.08796v4)

S. Boukraa, J.M. Maillard and BMMhe Ising correlatior”' (M, N) for v = —k, J. Phys. A 53
(2020), 465202 (arXiv:2204.10096v1)

S Boukraa, C. Cosgrove, J.M. Maillard and BMNEctorization of Ising correlationS(M, N)
forv = —kandM + N odd M < N,T < Tc and their lambda extensions,
arXiv:2204.10096v1
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1. Nonlinear equations in the scaling limit
2. Nonlinear equations far'(/V, N) on the lattice
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. Determinants versus difference equations
. The determinant fot'(N — 1, N)

. The case = —kforT < T,

Painleve VI forC'(M, N) forv = —k

PVI for 2 factorsM + N odd

PV for 4 factors ofC'(0, N) N odd

. More determinants
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Very open questions



1. Scaling limit

The Ising model has the interaction energy

'E o= =) A0k + Enojk0j ki)

whereo;, = =+£1Is the spin at row; and columnk and the sur
Is over all lattice sites and we set

k= = (sinh2E,/kgT sinh 2E,/kgT)T, v = iiﬂﬁggiﬁﬁ;
At T, (the critical temperatureg),. = 1 and the correlation
functionC' (M, N) = (090 ) IS coOnstant on the ellipses
v2M? 4 v712N? = R%(sinh 2E), /kgT, + sinh 2E, /kgT.)

for large R which for M = N reduces ta? = N.

Thescaling limitis R — oo, ki — oo with

r = R(1 — ki) fixed

Thescaling functions defined as

G+(r) = lim(1 — k2)~Y4C(M, N)

We use the conventioh< M < N ising correlations; open questions — p.




Scaling function as Painlevé

In 1976 it was found by Wu, McCoy, Tracy and Barouch
Gi( ) =
s[LEn(r/2)]n(r/2)" 2 exp [, dO70n72 [(1 —1*)? — ()]

wheren(0) satisfies théainlevé Illequation

d? dn\ 2 d _

@ =y (@) —s@ -0

with the boundary conditions

(@) ~1—2XKy(20) as 0§ — oo where A\ =1/
and K(260) is the modied Bessel function.

. dlnG
Equivalently for¢ = r— ==

(r¢")* = A(r¢" = O = 4(¢)*(r¢ = ¢ = 1/4)

which is a form ofPainlevé




Comments

1.The only place where the anisotropy enters in the scalim)
IS the determination of the elliptical symmetry. The amspy
does not enter in the PIII or the PV equation,

2. By definition thePainleve equations have the property that
locations of branch points is independent of the boundary
conditions;however the behaviour at these branch points wil
depend on boundary conditions. The location of poles, hevye
will depend on boundary conditions. It is important to ndtatt
the Painlevé property is a property of the equation and i&no
property of the solution so the term Painleve function is
misleading It is not known if the Painlevé property has any
Intrinsic relation to integrabillity.
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2. Painleve VI for C'(N, N)

In 1980 Jimbo and Miwa found fdf < T.

O'N(t) _ t(t o 1)dlnCZit(N,N) o i
with ¢ = k2

and forl > T,

ON(t) _ t(t B l)dlnC;t(N,N) B i

with ¢ = k2
that for bothT < 7. and1" > T,
5 2
(t(t — 1)0‘;7;’) —
o 2 o o o
N2 ((t= 1) —o) = 4F (t-1)F —0—3) (tF —0)

which is a form of Painlevé VI
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Boundary conditions

For T' < T, the boundary condition at= 0 IS

C(N,N; £) = (1= )4{1 4 NUZREEN N1 4 O(r))]

with A= 1, (a), = ala+1)---(a+n—1) and (a)y = 1.

For T" > T, the boundary condition at = 0 Is
C(N, N3 t) = (1— )42 WA by (11N + 3], [N+ 1], 1)

1/2 ((3/2)n)% 4N
A2 RAGRRS N2+ 0()],

with )\ = 1.

These expressions satisfy the PVI equation fohall he reason
why A = 1 gives the Ising correlation is an open question.
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Comments

This PVI for C(N, N) does not depend on the anisotrapyThe
reason is that on the diagonal transfer matrices for differe
values ofy commute s is a spectral variable for the diagon:z
transfer matrix. All othel”' (M, N') will depend ornv. As an
example forl" < T,

C(1,1) = E(k) = 2 [ dp(1 — k2sin? ¢)1/2

and

C(0,1) = v + VkKl + g)ﬁ(—uk, k) — %f((k)}

A2 (7/2 35(1—k? sin?9)1/2
=V1+ Vk% 0 do 1 +kv sin?6
where the three elliptic integrals
]N((/-C) _ 2 [7/2 do

m JO (1 —k2 sin® 6)1/2

T _ 2 [7/2 do
H( ky’ k) - w JO (1+kv sin? 0) (1 —k2 sin? 9)1/2

are normalizedtolda=n =20
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3. Determinants

All correlation functionsC'(M, N) can be represented as
determinants by drawing paths on the lattice (or on the diab)
which connect0, 0) with (M, N). Any path connecting these
points can be used. Fof(0, N) the straight line path oV links
gives theN x N Toeplitz determinant

ao a_1 ot A N41
ai ao o G_N42
C(0,N) =\
aN—1 AN —2 o ao
- : 1/2
. — 1 2 | (1 —an ez@) (1 —ao e_z’e) / eine 4o
n 2 JO (1—a1e %) (1 —aget?)

oy = e~ 2o/kBT tanh By, /kpT, ay = e 282/*8T coth B, /kgT

For C'(N, N) a diagonal path oV steps gives the samé x N
determinant but witlw; = 0 anday, = k

Ising correlations; open questions — p.1



Relations of variables

Forl <1,

/€ _ o—ag _ dag o
l—ajan’ (ae—a1)(1—a1a2)

Thus

kv = (1311322)2’ (qag)™ =14+ 2 F 2V1+ kv
and

Qg1 = %[\/1 + kv — 1]
(+, =) Il /k 4+ 1= VT TR 4 02(1— k2)

Note that ify = 0thenay, =k, a3 =0
If £ =1thenay, =1
If k:OthenOéQ — (X1 =0

If N — ocothenC(N, N) decays tq1 — k?)1/4 ask?Y /N2
andC(0, N) decays tq1 — k?)'/* asa2V /N?2.
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Difference equations

We thus haveéwo very different representations 610, 1) in
terms of eitherv;, as or k v and the relation of the two is NOT
seen by a simple change of variablésstead a nontrivial
identity must be used. It Is an open question how to general
this identity toC'(0, V). In 2016 Witte proposed the existence
partial differential equations far'(0, V) in terms of then;, as
variables. Howeverjo expression for the general case of

C' (M, N) in terms ofa; andas is known.

To overcome this limitation we have computéd)/, N') using
thequadratic difference equationebtained by Wu, Perk and
BMM in 1980-1981 which allows the recursive computation
all C'(M, N) starting with the known expressions@f0, 1) and
C'(N, N) in terms of the three complete elliptic integrals usin
the variables: andv (and nota;, a»). sing correlations; open questions —p.1



Examples

C(0,2) = {1+ 5)(A + kv) (2K + kv + 5)I12
—28(E 4 1) (kv + 1)2K11

v

(k2R ok - Bk )R? 4 2(1 - B2 ER — E?}

0(1’2) _ (1+Iw)1/2{@(/€2 B 1)f(2 4 (% _ 1)E~’[~(—|—E~Q

kv v

+(kv —1)(E+ )EI — (K2 — 1)(2 + 1) K1}

C'(M, N) is a homogeneous polynomial of degree N
inE, K, II

The highest power dfl is N — M

For oddN — M there is a factor of1 + kv)!/2

If v = —k thenC(M, N) is a function of X, E only
because the coefficient of all terms withvanishes.
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4.C(N — 1, N)

In 1987 AuYang and Perk derived

ao ai o+ an—2 by_1
a_1 ao o+ any—3 by_2o
C(N —1,N) =
G_N42 G_N43 ao b1
G_N41 G_N42 - Q] bo
where

1 ; [ 1—kei®
AT, [ 1—k \/1+k/v
_ 27mu¢1| |=1 z n{ 1+ kv 1—kz il 1+z1/ 1+1/zv }
/A L 1,1 rkd [ 1—k 1
L+ kv f zz z" k;/z—zl 14vz

We note thabg = C'(0, 1)

and atv = 0 we haveC(N — 1, N) = C(N, N)
Can the AuYang-Perk result be generalized{@vV — n, N)?

Ising correlations; open questions — p.1



5. Thecaser = —kfor T < T.

In the special case = —Fk the elliptic integralll does not
appear. For example with= £?

c0,2) = 1 {EQ —2(1—1t)- EK —|—(1—t)-[~(2}

0(0,3) = 2L B (B ~K)-(E+(t—1) K)
C(1,3) = %- [(2—t)-E3 —5-(1 —t)- E2K

+(1 —t)- (2—t)- EK?2 — (1 —t)2- f(ﬂ

C(0,5) = 28VI=t. {(1+) E+@¢—1)- } {(t—2) E+2(1—t)-l~(}

X {(275—1)-57 +(1 —t)-ff}- {3}772 + (2t —4)- EK +(1 —t)-f@}

C(2,3) = 441 (3E2 Y (t—B5)EK —2(t — 1)1%2) ((t FDE+ (¢ — 1)&)
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Factorization for M + N odd

1. ForM + N odd the correlation€’'(M, N) with M # 0
factorize into two homogeneous polynomialsin E.

For N odd the polynomials are in the varialile- £* which are
analytic att = 0. One factor is of degre@V — 1) /2 and the
other is of degreeN + 1) /2,

For NV even the polynomials are in the varialdlevhich are
analytic att = 0 and both factors are of degrég/2.

2. C(0,N) for N odd has three factors fa¥ = 3 and four
factors forN > 5 which are homogeneous polynomialstir-or
N = 4n + 1 there are three factors of degre@nd one of degre
n+ 1. For N = 4n — 1 there are three factors of degreand
one factor of degree — 1. The explanation for the existence c
factors is not known.

Ising correlations; open questions — p.1



6. Painleve VI

The Gambier form is

d2_y_l(1+L+L> (d)? — (1+L+L>@
dt2 — 2 \y y—1 y—t dt t t—1 y—t | dt
el (R = e
The Okamoto form is

y'{t(t — Dy} +{y'(2y — (2t — )y') + ninangng}?

(W + 0 +n3)(y +n3)(y +ni) =0

The Cosgrove-Scoufis form is

v (x —1)%y" + 4y (zy' — y)((z — 1)y’ — v)

+es(vy —y)? + ey (xy' —y) + cr(y)?

+cs(xy —y) + coy’ + c10 = 0.

The Cosgrove-Scoufis equation preserves its form under the

linear shift
y — y+ A+ Bux.

Ising correlations; open questions — p.1



Relations

The three forms are related to each other.

The 4 parameter Gambier form is birationally equivalenthi®4
parameter Okamoto form.

The linear change of variable of the Cosgrove-Scoufis eguia
may be used to set = ¢ = 0 and then the Cosgrove-Scoufis
equation reduces to the Okamoto equation once it IS expanc
and a factor of/ is cancelled where then

2 2 2 2
cr = —(n7 +ns5+n; +ny), cg = —4ninsngny,
2 202 1 2202 1 022 ) 2.2 | 22,2
co = —(n3nZ+n2n2+n3n2+nini+n2n2+n2n? —2ninansng),

_ 2 2 9 2 9 9 2 3 9 2 9 9
C10 = _( 1MoN3 + NINGNY + NIN3Ny + n2n3n4)

Ising correlations; open questions — p.1



lambda extensions

The correlationg”’ (M, N) are all analyticat* =t = 0. The
solutions of Okamoto’s equation which are analyti¢ at 0 are
In general unique. However this uniqueness fails for the
following 4 cases

1. ni+ng—mng—ngxtn=20

2. np—nNg—ng+ngxtn=20

3. ni—Mo+ng—ngEtn=>0

4. ni+no+ns+ngxtn=>0

wheren; are the four Okamoto parameters ang an integer. |
this case the coefficient of*! is arbitrary. All ourC' (M, N) are
of this form with a specific value of the arbitrary constantaeih
serves as a boundary condition on the PVI equation. The gk
solution with the constant arbitrary we call lambda extensi

Ising correlations; open questions —p.2



PVl for C(M,N)atv =—k

To obtain a nonlinear equation characterizinig\/, N') with
v = —k we set

o(M,N) = t(t — 1)2CMN) L
and using the homogeneous polynomials@gi//, N) in terms
of K(k) andE(k) we expandr(M, N) in a power series i anc
then useéhe program of Jay Pantone callgukssfunc to produce
a nonlinear equation far(A, N). We have done this for many
values ofM, N. The output is an equation of third order. The
exists an integrating factor for this third order equatiod sve
find an equation of the Cosgrove-Scoufis form with

cs = —M? g =M+ N*—(1+ (-)MN) ¢z = —N?,

g = g = C19 = 0

Ising correlations; open questions —p.2



Okamoto for C'(M, N)

To convert the Cosgrove-Scoufis form to an Okamoto equat
for Painlevé VI we set

c=0+ At+ B

with

A — MT27 B=1(N?— M- 1+(—12)M+N)

and find Okamoto parameters (unique up to permutations &

change of an even number of signs)

)M—l—N

_ _1\M+N
ny = (N + 20 gy = L(v - BT

2
M M

Note thatn, + ns + ns +n4 = N so the coefficient (called?) of
tV*1in the expansion about= 0 is arbitrary and must be
chosen such tha&t' (M, N) is a homogeneous polynomial in

K (k) andE(k).

ng —

Ising correlations; open questions — p.2



7. PVI for factors M + N odd

For M + N we write the factorization as

(1 —t)"Y4C(M,N) = g, (M, N;t)g_(M, N;t)
Then defining

o1 (M, N;t) = t(t — 1)Re=lLAY
there is an additive decomposition of the sigma functions
o(M,N;t)=0,(M,N;t)+oc_(M,N;t)

whereo (M, N;t) is the sigma function fo€' (M, N; t)
previously found.

Ising correlations; open questions —p.2



Nonlinear equations

We apply Pantones progragmessfunc to o4 and use an
Integrating factor to find that both, ando_ satisfythe same
nonlinear equation but witdifferent boundary conditions at
t = 0.

3203(1 — 1)20™ + 42(t — 1) (80 —8(t 4+ 1)o’ + M? — N2)O'”
—(0— 16tc’ + M*t — N* + 1 —t)
X (St(t — 1)o"? — 16too’ + 8% + (M?* — N2)0) =0

In contrast with thes (M, N) for C'(M, N) this equation is NOT
of the Cosgrove-Scoufis form.
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Landen transformation

We are able to reduce the nonlinear equatiorvfoto an
Okamoto form of PVI by making a Landen change of the
Independent variable

2
2 4 [{1—-/1—2x
W=t = (142)

and redefining the dependent variable fretwn) to h(x) where

o(t) = 6(x) = 2172 (h(x) — ho(x))

T™14+v/1—2x
_ M?-3N?41  M?*-NZ?+1 M?—N? 1—/1—x
ho(z) = 16 T R T 1+v1—=

h(x) satisfies the Okamoto equation with parameters

M+N+1
A )

_ M4N-1

_ N—-—M+1 N—-—M-1
4 ! )

n3 = A y Ty = A

ny = 19
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Boundary conditions

To specify the boundary conditions on the Okamoto equabo
h(x) we note for class 4 boundary conditions
ny+ng+ng+ng=N

and thus the coefficient of V! in the expansion ofi(z) at

x = 0 Is arbitrary.

To proceed further we extend the recursive analysis beyuwand
termz ¥ 1. We find that the coefficients of* for

(N+1) <n< (2N + 1) depend only oy, the coefficient
of V1 but that starting witley vy 1y the coefficients depend «
g aswellasey .

Ising correlations; open questions —p.2



Ay =—\_for C(M,N)

Thus we obtain

or(M,N;t;: Ap) =Y 00 (ALt WNFU/Hnp (M N;t),

where theB,, (M, N;t)’s are power series ity analytic att = 0.
In order for the additive decomposition to hold we need

Al = —)_

which gives a one parameter family of factorizable lambda
extensions o’ (M, N). The specific values of, needed to
reduce to the homogeneous polynomialgsifk), E(k) have
been computed recursively as

N\, — (N+M)(N—M)!
+ 7 22NFINI(N+M—-1)/2)[(N-M—-1)/2)!"
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8. C'(0, N) with N odd

C'(0, N) with N odd factors into 4 terms

C(0,N) = (1 —¢)"*g1(0,N)g2(0, N)gs(0, N)g3(0, N)
Setting

g;(0,N) = (1 — t)N164=N/B5.(0,N) i = 1,2

gi(0,N) = (1 — )~ N/16¢NB5.(0, N) i = 3,4

we have for example witlv' = 5

31(0,5) = 21— )31 (2t = )E — (¢~ DK,
§2(0,5) = 2(1 —t)~ /8¢ ((t+1 E+ (t— 1)?{)

33(0,5) = —5(1 — t)M/4¢ 2 ( t—2)E (t — 1)[{)
Ga(0,5) = —3(1 — £)1/2¢2 (3E2+2 L= 2)EK — (t— DK?).
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o(0, N) for N odd

We define

o; = t(t —1)22u®

so the factorization of'(0, V) becomes the additive
decomposition

g(0,N) =01(0,N) + 02(0, N) 4+ 03(0, N) + g4(0, N)

_ 5 5 5 42 5-11,3 5 44 32.5.43 45 5-4817 16
01(0,5)————75—2—675 —2Tot —2—775 _2Tt — 50 t

_5.%%-550%96757 _ 5-3292776511t8 _ 3-5-132-31134401 4 ...

72(0,5) = £ — it — 512 — ot® — Bt — 58k — B
_5-12%29%7 _ 52-27217-73t8 _ 5-228311321759 4.

03(0,5) = =3 + 5t + gt + t° + Gt + Rt + st
—|—5'1292'2397t7 4+ 3-5-21255907t8 4+ % 4.

5 5 5 5 42 5 43 5-41 44 5:99 15 5-0813 16
O'4(O, )__§_|_Et_|_2_6t —|—2—7t —|—2T3t _|_2Tt =+ 521 t
5-47-199 ,7 5:13-97-197 48 5:13-97-197 49
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Nonlinear equation

For an appropriate choice of normalizations we used therpm
guessfunc and have found that all feyrsatisfy the same
equation of Cosgrove-Scoufis form

2(t — 1)%6™ + 40’ (to! — o) ((t —1)o’ — 0)

+1 ((N2 +1)(t—1)— t2> 2 — % (16(N2 +1—2t)o + NQt)J’

1 N2 N2 (N2—3) o
_ZO T 350 — —3mw

Settingo; (0, N;t) = hi(t) + =&

the functionh; satisfies an Okamoto equation with paramete|

N+1 __ N-1 1 _
1 o N2 =~y N3 = —73, ng =0

1 =
and
o(0,N) = Zle 0i(0,N) =i hi +4 (%6 + N§2—1)
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Boundary conditions

For class 4 boundary conditions

Ny + No + N3 + Ny = %
which makes the coefficient ofV+1)/2 arbitrary and for class 1
N+1

Ny +MNg —N3 — Ny = —5

which makes the coefficient of¥2)/2 arbitrary.

Thus we find for; = 1, 2 (case 4)

73 (0, N3t Ag) = By/T=1+ 550, (At 072) B (0, N ),
and forj = 3,4 (case 1)

(0, Nit; \j) = =gV I —t+3707 (Ajt(mg)/?) By (0, N;t),
whereB.Y (0, N;t) and B\ (0, N;t) are power series it

normalized for both = 1 and4 and all /V:
BY(0,N;0)=1 i=1,4.
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Choice of )\,

In order for factorization to hold we find that we need
AL = —Ay, Az = —Ay
with

A
A3 = 4(N1+1)

For this to reduce to a factorization 6f M, N) we need in
addition

Ising correlations; open questions — p.3



9. Toeplitz determinants

In 2004 Forrester and Witte arxivimath-ph/0204008 gavd af:
N x N Toeplitz determinants

Dggap/,nag) (t) = det |:A§]i];/,777€) (t)i| o ’
where ALP 9 (1) = AW (¢) + A@(4),

A () =

T(1+4p’). t(n—m)/2
F(1+7§—j—7§))1“(1—?7+m+p’) . 2F1[—p7 _p/ T 1 — m]? [1 anl/ m]? t)

AR () =

(1 . 4(m—mn)/2
F(1—7§+j;f))lﬂt(1+?7—m+p) . 2F1([_p/7 —p—n-+ m]a [1 — N+ m]? t),

N—1

where each!}) and A{? separately gives a Toeplitz matrix.

Ising correlations; open questions — p.3



Okamoto parameters

It Is sufficient to considef = 0 and find that

A%)(t) form < g

Ag)(t) form > n

The sigma functions of these determinants satisfy Okamoto
equation with

Aq(g,p’m) () =

ny = (N+n+p—7p)/2 no=(N—-n—p+p)/2
ng=Mn—N-p—p")/2, ng=Mm+N+p+p)/2

and thus

N =mni+ny, n=ng+ng, p=—ng— ns, p’

= —Nq1 + Ny4.

Ising correlations; open questions — p.3



Conclusion

We thus conclude that far' (M, N) with v = —k that

C'(M, N) and forM + N odd the factors of (M, N)
all have a representation as Toeplitz determinants

This very indirect method of finding a Toeplitz
determinant representation is completely
unsatisfactory.



Very open guestions

1. Row versus diagonal

The row correlationg’(0, V) are described as aW x N
determinant in the variables,, as.

The diagonal correlationS(N, N) andC (N — 1, N) are
described as aivV x N determinant in the variablés v.

In generalC'(M, N) can be obtained as the Pfaffian obtained
from a horizontal path oV — M links with variablesy;, as anc
diagonal path of\/ links with £, v as variables.

The only correlation which is known in terms of both sets of
variables isC(0, 1).

To find a generalization of the AuYang-Perk result to

C(N —n, N) we need to express(0, V) in terms ofk, v.

This has not been done. sing correlations: open duestions — .3



Nonlinear equations

2. Is there a non linear equationtin= k* (or k) with v fixed as ¢

parameter of fixed order and degree for

o =t(t —1)2CULN S

At present there is no evidence that such an equation needs
exist at all and there is no argument that if it does exist ithaill
have the Painlevé property.

A more complicated alternative is th@{ M, N) could satisfy a
partial differential equation with both and» as variables.

Ising correlations; open questions — p.3



ODE's for other systems?

In the 45 years since the Painleve Il representation wasdou
for the scaling function of the Ising model no other model ha
been found for which the correlation functions satisfy musr
equationsAre there any other models?

The most promising candidate is théestate superintegrable
chiral Potts spin chain
H Ao+ AA,y

N — 1 7,77(271 N)/2N T n
Z] 12 sintn/N (Z Z]—l—l)
N — 1 6’L7r(2n N)/2N n
Z] 1 Z sin7Tn/N (XJ)
X, andZ; areN x N matrices at sitg with matrix elements

Zm,n — 5m,n627mm/N Xm,n — 5m—|—1,n

When N = 2 this reduces to the transverse Ising chain.

Ising correlations; open questions — p.3



Onsagers algebra

The matricesd,, A; satisfy
[AO, [AO, [AO, Al“] — CODSt[AO, Al]
[Al, [Al, [Al, A()H] — const [Al, Ao]
and from this it follows that

Aj, Ay] = 4Gy,
:ij Al} — 2A’4l—|—m — 2AAl—m
:Gja Gk] =0

This iIs the algebra used by Onsager in his original comprtal
of the free energy of the Ising model!

The significance of this algebra for correlation functioms |
unknown.

Ising correlations; open questions — p.3



Conclusion

It IS my hope that some of you will provide answer
to these open guestions.
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