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We suggest that highly conducting oriented polymers with a fibril structure can be modeled by a regular lattice of disordered metallic wires with a random first-neighbor interwire coupling which mimics the cross links between fibrils. We determine the position of the metal-insulator transition (MIT) as a function of interwire cross-link concentration, interwire coupling $J$, and number $M$ of polymer chains in a wire. Two different approaches are used. The first one is based on the self-consistent diagrammatic theory of Anderson localization. In the second approach, we show that the MIT can be described by a nonlinear $\sigma$ model. For $M = 1$, we find that a small value of $J$ favors the metallic state while a large value of $J$ induces localization in agreement with recent numerical calculations. When $M \gg 1$, an increase of $J$ always favors a delocalization of the electronic states in agreement with a previous analytical analysis. [S0163-1829(97)08630-X]

I. INTRODUCTION

Highly conducting doped polymers based on polyacetylene, polypyrrole, and polyaniline have recently attracted considerable interest. Due to the advent of improved chemical processing, their room-temperature conductivity can be comparable to that of copper. A $T$-independent Pauli susceptibility, a linear $T$ dependence of thermoelectric power, and a large negative microwave dielectric constant further suggest that highly conducting polymers are intrinsically metallic. However, in contrast to traditional metals, their conductivity decreases with temperature. This latter property is usually explained by the fact that highly conducting polymers are close to a metal-insulator transition driven by disorder. The decrease of the conductivity with $T$ then results from phonon-controlled localization effects.Motivated by these experimental results, many explanations of the transport properties of highly conducting polymers are based on dirty quasi-one-dimensional conductors (i.e., weakly coupled chains systems). The assumption of a periodic arrangement of the one-dimensional (1D) polymers chains which underlies such explanations is however quite unrealistic. Prigodin and Efetov (PE) have recently proposed a model which takes into account the irregular structure of the polymers. In highly conducting polymers, single chains are coupled into fibrils which are bent in space in a very complicated way. PE model the fibrils by weakly disordered metallic wires. The cross links between the fibrils are described by interwire junctions. In the absence of junctions, all electronic states of the wires are localized by any weak disorder. PE have shown that the interwire junctions lead to a MIT and determined the position of the transition and the critical behavior.

We suggest in this paper that highly conducting oriented polymers with a fibril structure can be modeled by a regular lattice of disordered metallic wires with a random first-neighbor interwire coupling. In oriented polymers, the fibrils, although randomly bent in space, follow on average the direction of highest conductivity. The case where the wires contain a single chain has been recently studied numerically by Zambetaki, Economou, and Evangelou (ZEE). We use two different approaches to study the MIT in this system. The first one is based on the self-consistent diagrammatic theory (SCDT) introduced by Vollhardt and Wölfle. In the second approach, we show that the MIT can be described by a nonlinear $\sigma$ model (NL$\sigma$M). Both approaches yield the same phase diagram. For a large number $M$ of 1D chains in the fibrils, we recover the main result of PE: an increase of the interwire coupling $J$ favors a delocalization of the electronic states. However, we obtain a different critical behavior and the position of the transition differs from the result of PE. When $M = 1$, we show that a small value of $J$ favors the metallic state while a large value of $J$ induces localization in agreement with the numerical calculation of ZEE.

II. THE MODEL

We consider PE’s model in the case of strongly oriented polymers and make the following Gedanken experiment: we stretch the wires in such a way that they form a regular (square) lattice of straight and parallel wires (Fig. 1). The interwire junctions now correspond to couplings between neighboring wires. In the case of a strongly oriented polymer, these couplings will have a short range. It is then possible, without inducing any qualitative change, to consider a simpler model where the couplings are allowed only between first-neighbor wires and in a direction which is perpendicular to the direction of the wires. To further specify the model, we assume that at each position $x$ of a given wire, the coupling strength with a neighboring wire is equal to $J$ with...
probability \(c\) (presence of an interwire junction) and vanishes with probability \(1-c\) (absence of a junction). For \(M=1\), this model exactly corresponds to the one studied numerically by Zee. It is clear that the model is meaningful only if the probability to have a junction at a given position along a wire is weak (\(c \ll 1\)). As pointed out in Ref. 3, the existence of a delocalized phase is a highly nontrivial phenomenon. Indeed, the random interwire coupling increases the dimensionality (which favors the delocalized phase) but is also an additional source of scattering.

We first consider the case where each fibril reduces to a single chain \((M=1)\). We will show at the end of Sec. III how the results can be straightforwardly extended to an arbitrary number \(M\) of chains. The intrachain disorder is taken into account via a random potential \(V_i(x)\) with zero mean and Gaussian probability distribution:

\[
\langle V_i(x)V_j(x') \rangle = (2\pi N_l(0)\tau)^{-1} \delta(x-x'),
\]

(2.1)

where \(N_l(0)\) is the density of states of the chains and \(\tau\) the elastic scattering time which originates in the random potential \(V\). The integers \(l=(l_1,l_2)\) refer to the positions of the chains and \(x\) to the position along the chains. In the absence of interchain coupling, the electronic states are localized with a localization length \(R_0=1\) where \(l=v_F\tau\) is the mean free path and \(v_F\) the Fermi velocity of the 1D chains. [Notice that \(N_l(0)=1/\pi v_F\).]

The mean value of the neighboring chain coupling is \(\bar{t}_l=\epsilon J\). Deviations from this mean value are taken into account via a random hopping \(V_{l,l'}(x)\) with second cumulant equal to

\[
\langle V_{l_1,l_2}^+(x)V_{l_1',l_2'}^+(x') \rangle = \bar{t}_l \delta(x-x') \overline{\delta_{l_1,l_2} \delta_{l_1',l_2'}} \delta(l_1,l_2; l_1',l_2')
\]

(2.2)

where \(\bar{t}_l=ac(1-c)J^2\). \(a\) is the lattice spacing along the chains axis. \(\overline{\delta_{l_1,l_2}}\) means that \(l_1\) and \(l_2\) are first neighbors. Higher order cumulants of the random variable \(V\) are neglected, i.e., we assume that \(V^a\) has a Gaussian probability distribution.

In second quantized form, the Hamiltonian of the system can be written as \(\mathcal{H}=\mathcal{H}_{\text{pure}}+\mathcal{H}_{\text{dis}}+\mathcal{H}_{\text{dis}}^\perp\) where (for simplicity we consider spinless fermions)

\[
\mathcal{H}_{\text{pure}} = \sum_l \int dx \hat{\psi}_{l}^\dagger(x)(u_F - i\partial_x - k_F)\hat{\psi}_{l}(x)
\]

\[
- \bar{t}_l \sum_{l,l'=l,l'\pm 1} \int dx \hat{\psi}_{l}^\dagger(x)\hat{\psi}_{l'}(x),
\]

\[
\mathcal{H}_{\text{dis}} = \sum_l \int dx V(x)\hat{\psi}_{l}^\dagger(x)\hat{\psi}_{l}(x),
\]

\[
\mathcal{H}_{\text{dis}}^\perp = - \sum_{l,l'} \int dx V_{l,l'}^+(x)\hat{\psi}_{l}^\dagger(x)\hat{\psi}_{l'}(x).
\]

(2.3)

\(\mathcal{H}_{\text{pure}}\) describes the 1D chains [with dispersion law \(u_F(|k|)-k_F\) where \(k_F\) is the Fermi momentum] coupled by the transfer integral \(\bar{t}_l\). \(\mathcal{H}_{\text{dis}}\) and \(\mathcal{H}_{\text{dis}}^\perp\) correspond to the intrachain disorder and the random interchain coupling, respectively. Averaging over the random potentials \(V\) and \(V^a\) is performed by introducing \(N\) replica of the system. Using Eqs. (2.1) and (2.2), we can write the averaged partition function of the replicated system as a functional integral over Grassmann variables \(\psi^{a\ast}(x)\) (\(a=1,\ldots,N\)):

\[
Z = \int \mathcal{D}\psi^a D\psi e^{-S_{\text{pure}} - S_{\text{dis}} - S_{\text{dis}}^\perp},
\]

(2.4)

where

\[
S_{\text{pure}} = - \sum_{l,l',t'} \int dx d\tau dx' d\tau' \psi_l^{a\ast}(x\tau)
\]

\[
	imes G_{l,l'}(x\tau,x'\tau')\psi_{l'}(x'\tau'),
\]

\[
S_{\text{dis}} = - \frac{(2\pi N_l(0)\tau)^{-1}}{2} \sum_{a,\beta,l,l',t'} \int dx d\tau dx' d\tau' \psi_l^{a\ast}(x\tau)
\]

\[
	imes \psi_{l'}^{\beta\ast}(x\tau') \psi_{l'}^{\beta}(x'\tau') \psi_l^{a}(x\tau') - \psi_l^{a\ast}(x\tau) \psi_l^{\beta\ast}(x'\tau') \psi_{l'}^{\beta}(x'\tau') \psi_l^{a}(x\tau).
\]

(2.5)

\(\tau, \tau' \in [0,1/T]\) are imaginary times. \(G_{l,l'}(x\tau,x'\tau')\) is the Fourier transform of \(G^{\ast}(-k_x,\omega_n) = i\omega_n - \epsilon(k)\).

\(e(k) = v_F(|k| - k_F) - 2\bar{t}_l \cos(k_F d)\cos(k d)\) (d is the interchain spacing) and \(\omega_n = \pi T(2n+1)\) (an integer) is a Matsubara frequency. As usual, the averaging over \(V\) generates an effective local (intrachain) electron-electron interaction. The averaging over \(V^a\) generates an effective interchain interaction. Equivalently, one can view this latter interaction as hoppings of particle-particle or particle-hole pairs between neighboring chains. For later calculations, it is convenient to express \(S_{\text{dis}}^\perp\) as a function of the Fourier transformed fields \(\psi^{a\ast}(k\omega_n)\):

\[
S_{\text{dis}}^\perp = - \frac{1}{2LN_l^2} \sum_{k,k',q,a_n} \sum_{\omega_m} \sum_{a,\beta} \bar{t}_l(q) \psi^{a\ast}(k\omega_n)
\]

\[
	imes \psi^{\beta\ast}(q-k\omega_m) \psi^{a}(q-k'\omega_m) \psi^{\beta}(k'\omega_n) - \psi^{a\ast}(k\omega_n)
\]

\[
	imes \psi^{\beta\ast}(k-q\omega_m) \psi^{a\ast}(k'-q\omega_m) \psi^{\beta}(k'\omega_n),
\]

(2.6)

where \(\bar{t}_l(q) = 2\bar{t}_l \cos(q_F d)\cos(q d)\) is the Fourier transform of \(\bar{t}_l \overline{\delta_{l,l'}}\). Here \(L\) is the length of the \(N_l^2\) chains.

III. SELF-CONSISTENT DIAGRAMMATIC THEORY

In this section, we determine the phase diagram using the SCIDT of Anderson localization.\(^{1}\) We first obtain the diffusive modes in the semiclassical approximation considering both sources of disorder (\(V\) and \(V^a\)) on an equal footing. From the results of Prigodin and Firsov,\(^{6}\) we then deduce the position of the MIT.

The first step is to calculate the self-energy correction in
the Born approximation (Fig. 2). The contribution of the intrachain disorder $V$ is given by

\[ \Sigma_1 = \frac{2 \pi N_1(0) \tau^{-1}}{L N_\perp^2} \sum_q G(k+q, \omega_n) = -\frac{i}{2} \delta \text{sgn}(\omega_n) \]

neglecting a nonessential shift of the chemical potential and keeping only terms which do not vanish in the replica limit $(N \rightarrow 0)$. In the same way, we obtain the contribution of the random potential

\[ \Sigma_2 = -i4 \pi N_1(0) \frac{1}{L N_\perp^2} \sum_q \left[ \tilde{t}_\perp(q, \omega_n) \right] \]

\[ + \tilde{t}_\perp(q, \omega_n = 0) G(k+q, \omega_n) \]  \hspace{0.5cm} (3.2)

The first contribution to $\Sigma_2$ vanishes when summing over $q$ and we therefore obtain

\[ \Sigma_2 = -i4 \pi N_1(0) \tilde{t}_\perp \text{sgn}(\omega_n) = -\frac{i}{2} \tau^2 \text{sgn}(\omega_n). \]  \hspace{0.5cm} (3.3)

The total self-energy can be written as

\[ \Sigma = -(i/2 \tau^2) \text{sgn}(\omega_n) \]  \hspace{0.5cm} where $\omega_n = \nu 2 \pi T$ $(\nu$ integer) is a bosonic Matsubara frequency. We have introduced the particle-hole bubble ($\tilde{\omega}_n = \omega_n + \text{sgn}(\omega_n)/2 \tau^2$)

\[ \Pi(q, \omega_n) = \frac{1}{L N_\perp^2} \sum_k G(k, \tilde{\omega}_n) G(k+q, \omega_n) \]

\[ = 2 \pi N_1(0) \tau^2 [1 - |\omega_n| \tau^2 - D'' \tau^2 q_x^2]

\[ - D_1 \tau^2 (q^2 + 2q_1 \tilde{t}_\perp \tau^2)] \]  \hspace{0.5cm} (3.5)

for $\omega_n, \omega_n > 0$ and $\omega_n, q < 0$. $D'' = \tilde{t}_\perp^2 \tau^2$ and $D_1'' = 8 \tilde{t}_\perp^2 \tau^2$. Setting $\omega_n = 0$ in the numerator of Eq. (3.4) (which is justified close to the diffusive pole), we obtain

\[ \Gamma_{ph}(q, \omega_n) = \frac{(2 \pi N_1(0) \tau^2)^{-1}}{\omega_n + D'' q_x^2 + (D_1'' + 1/\tau^2)(\sin^2(q, d/2) + \sin^2(q, d/2))}. \]  \hspace{0.5cm} (3.6)

The effective transverse diffusion coefficient in Eq. (3.6) is the sum of two terms. $D'' = 8 \tilde{t}_\perp^2 \tau^2$ is generated by single-particle hoppings. $1/\tau^2 \approx \tilde{t}_\perp$ comes from particle-hole pair hopping as described by Eqs. (2.5) and (2.6).

Due to time-reversal invariance, the cooperon has the same expression as the diffuson: $\Gamma_{pp}(q, \omega_n) = \Gamma_{ph}(q, \omega_n)$ where the definition of the external variables $q, \omega_n$ is given by Fig. 3. $\Gamma_{pp}(q, \omega_n)$ and $\Gamma_{ph}(q, \omega_n)$ are characteristic of a weakly coupled chains system with Fermi velocity (along the chains) $v_F$, elastic scattering time $\tau^*$, and anisotropic diffusion coefficients $D''$ and $D'' + 1/\tau^*$. The SCDT has already been applied to a quasi-1D system by Prigodin and Firsov. The position of the MIT is determined by

\[ \left( D'' + \frac{1}{\tau^*} \right) \tau^* = 8 \tilde{t}_\perp^2 \tau^2 + \frac{\tau^2}{\tau^*} = 2 \gamma^2, \]  \hspace{0.5cm} (3.7)

where $\gamma$ is a constant of order 1. Since our final results strongly depend on the precise value of $\gamma$ for $M = 1$, we consider $\gamma$ as an adjustable parameter. Following Refs. 3 and 4, we introduce the number of junctions per unit length $p = 4c/a$, the number of junctions within the chain localiza-
FIG. 4. Phase diagram obtained in the SCDT ($\gamma=1$). The solid line corresponds to the transition line obtained from Eq. (3.7) for $M=1$ ($t_\perp=1000$). The dashed line corresponds to the approximation (3.9) valid for $c \ll 1$. Long-dashed lines: transition lines for $M=10$ and $M=20$.

The main source of scattering comes from the intrachain disorder $\kappa$. For $c \ll 1$, we have

$$
\tau' = \frac{1}{8(1-c)/\alpha} \approx \frac{1}{8\sqrt{\alpha}}, \\
\tau = \frac{1}{2(1-c)\rho \alpha} \approx \frac{1}{2\rho \alpha},
$$

so that the equation which determines the position of the MIT is a function of $\alpha$ and $\rho$ only:

$$
\frac{1}{\rho} = 2\alpha \left( \frac{1}{4\gamma^2} - 1 \right) + \frac{\alpha}{2\gamma^2} \left( 1 + \frac{\gamma^2}{\alpha} \right)^{1/2}.
$$

In general, Eq. (3.7) involves $\alpha$, $\rho$, and $t_\perp \tau$ where $t_\perp$ is the intrachain transfer integral (since $c=\rho a/4l=\rho/t_\perp \tau$). For $\gamma < 1/\sqrt{2}$, $\rho$ is a decreasing monotonous function of $\alpha$. For $\gamma > 1/\sqrt{2}$, $\rho$ decreases for $c \ll 1$ but increases when $c \sim 1$. Choosing $\gamma > 1/\sqrt{2}$, we reproduce the numerical results of ZEE which show a nonmonotonous behavior of $\rho$ as a function of $\alpha$ (Fig. 4). When $\alpha \ll 1$, $\tau' \gg \tau$ on the transition line. The main source of scattering comes from the intrachain disorder. The main effect of an increase of $\alpha$ is then to increase the effective transverse diffusion coefficient $8\tau_\perp^2 \tau'' + 1/\tau'$. Using $\tau/\tau' \ll 1$ and $\tau'' \sim \tau$, Eq. (3.7) reduces to $2 \tau_\perp \tau \sim cJ$ which involves only $\tau_\perp = cJ$ in agreement with the numerical calculation of Ref. 4. When $\alpha \sim 1$, the random intrachain coupling becomes the main source of scattering ($\tau' \ll \tau$). This effect dominates over the increase of the effective transverse diffusion coefficient and favors the localized phase. In this regime, the position of the transition line depends on both $\tau_\perp = cJ$ and $1/\tau' \sim c(1-c)J^2$. We can also obtain from Eq. (3.7) the critical intrachain disorder $W = (12t_\perp / J)^{1/2}$ as a function of $J$ ($c$ fixed) or $c$ ($J$ fixed) (Figs. 5 and 6). We obtain a very good (qualitative) agreement with the numerical calculations of ZEE (compare Figs. 5 and 6 with Ref. 4).

To conclude this section, we consider the case where the fibrils contain $M$ 1D chains (i.e., $M$ transverse conducting channels). At the semiclassical level, the expression of the diffusion and cooperon are unchanged and are given by Eq. (3.4). Including localization effects, we obtain a MIT determined by

FIG. 5. Critical intrachain disorder $W = (12t_\perp / J)^{1/2}$ for $t_\perp = 1$] in the SCDT vs $J$ for $c = 1$, 0.5, and 0.1 (from top to bottom).

$$
\left( D'' + \frac{1}{\tau'} \right) \tau'' = 8 \tau_\perp^2 \tau''^2 + \frac{\tau''}{\tau} = 2 \frac{\gamma^2}{M^2}.
$$

The dependence on $M$ can be obtained from standard scaling arguments. In the diffusive regime, an electron diffuses to the neighboring wire within a time $\tau_s$ determined by $d^2 = (D'' + 1/\tau')(d^2/4)\tau_s$. The corresponding diffusion length along the wire is $L_s = (D'' \tau_s)^{1/2}$. The MIT in the system of coupled wires occurs when $L_s \approx R_0$ where $R_0 \sim Ml$ is the localization length of an isolated wire. This leads to Eq. (3.10).

Whatever the value of $\gamma \sim O(1)$, for $M \gg 1$ we obtain from Eq. (3.10) a monotonous decrease of $\rho$ for increasing $\alpha$ in agreement with PE’s results. However, the position of the MIT does not correspond exactly to the one obtained by PE. In particular, we find that $\rho$ approaches zero when $\alpha \gg 1$ while PE obtained $\rho \sim 1$ in that limit. Along the transition line, the main source of scattering is always the intrachain disorder (i.e., $\tau \ll \tau'$). For $\alpha \ll 1$, the interchain electron hops are primarily due to single-particle hoppings ($\tau_\perp$) while for $\alpha \gg 1$ they are mostly due to particle-particle or particle-hole pair hoppings ($\tau_\perp$).

IV. NONLINEAR $\sigma$ MODEL

In the preceding section, we have considered both sources of disorder ($V$ and $V^1$) on an equal footing. We now propose a different approach where $S_{\text{dis}}$ is treated in perturbation

FIG. 6. Critical intrachain disorder $W = (12t_\perp / J)^{1/2}$ for $t_\perp = 1$] in the SCDT vs $J$ for various values of $J$ ($J = 0.5, 3, \text{and} 10$ from left to right). Dashed line: $W = (24t_\perp \tau_\perp / \gamma)^{1/2}$ vs $J$. 

$$
W = (24t_\perp \tau_\perp / \gamma)^{1/2}.
$$
while $S_{\text{pure}} + S_{\text{dis}}$ is treated (at least in principle) exactly. To do that, we decouple the quartic term $S_{\text{dis}}$ by means of a Hubbard-Stratonovich transformation. (A similar approach has been used recently to study the MIT in quasi-2D disordered conductors.) We then show that the low-energy fluctuations of the auxiliary field are governed by a NLRM from which we can deduce the position of the MIT. We consider in this section only the case $M = 1$.

We introduce spinors $\phi, \bar{\phi}$ defined by

$$\phi_{\alpha}^a(x) = \frac{1}{\sqrt{2}} \begin{pmatrix} \psi_{\alpha}^a(x, \omega_n) \\ \psi_{\bar{\alpha}}^a(x, \omega_n) \end{pmatrix},$$

$$\bar{\phi}_{\alpha}^a(x) = (C \phi)^T = \frac{1}{\sqrt{2}} (-\psi_{\alpha}^a(x, \omega_n), \psi_{\bar{\alpha}}^a(x, \omega_n)).$$

where $C$ is the charge conjugation operator. The action $S_{\text{dis}}$ is rewritten as

$$S_{\text{dis}}(\bar{\phi}, \phi) = \int dx \text{Tr} \{ B(x) \bar{\phi} \phi \},$$

where we have introduced the matrix field $B_{\alpha\beta}^{mn}(x) = \phi_{\alpha}^a(x) \otimes \bar{\phi}_{\beta}^b(x)$. In Eq. (4.2), $\bar{\phi}$ should be understood as the matrix $\bar{\phi}_{\alpha\beta}^{n \equiv n + 1}$ (diagonal in the indices $\alpha, \beta, \gamma$ where $i = 1, 2$ refers to the two components of the spinors). $\text{Tr}$ denotes the trace over all discrete indices. Introducing an auxiliary field $Q_{\alpha\beta}^{nm}(x)$ to decouple Eq. (4.2), we write the partition function as

$$Z = \int D\bar{\phi}D\phi e^{-S_{\text{dis}}(\bar{\phi}, \phi)}$$

$$\times \int DQ e^{-\int dx \left[ \text{Tr}[Q(x) \bar{T}^{-1}_1 Q(x)] + 2 \text{Tr}[B(x) Q(x)] \right]},$$

where $\bar{T}^{-1}_1$ is the inverse matrix of $\bar{T}_1$ and $S_{\text{dis}} = S_{\text{pure}} + S_{\text{dis}}$. (One can verify that different decouplings of $S_{\text{dis}}$ would not lead to any nontrivial phenomena.) The auxiliary field has the same structure as the field $B(x)$ and therefore satisfies the conditions $\bar{T}^{-1}_1 = C T \bar{T}^{-1}_1 C = Q^{-1}$.\hspace{1em}12

We first determine the value of $Q$ in the saddle point approximation. Assuming a solution of the form $i j (Q_{\alpha\beta}^{nm})_{\text{mnn}} = Q_0 \delta_{\alpha\beta} \delta_{n,m} \delta_{i,j}$ with $i, j = 1, 2$ denote the four components of $Q_{\alpha\beta}^{nm}$, we obtain the saddle point equation

$$Q_0 = \frac{i}{2} \bar{T}_1^{-1}(q_{\perp} = 0) \frac{1}{2N_{\perp}^2} \sum_k G^{SP}(k, \omega_n).$$

$G^{SP}(k, \omega_n)$ is the single-particle Green’s function calculated with the saddle point action

$$S_{\text{sp}} = S_0 + 2i \int dx \text{Tr} \{ B(x) Q^{SP} \}$$

$$\times (i \omega_n - e(k) + 2i Q_0) \psi^*(k, \omega_n) + S_{\text{dis}}.$$ (4.5)

Taking into account $S_{\text{dis}}$ perturbatively in the Born approximation, we obtain

$$G^{SP}(k, \omega_n) = \left[ i \omega_n - e_k + \frac{i}{2} \text{sgn}(\omega_n) + 2i Q_0 \right]^{-1}.$$ (4.6)

The saddle point equations (4.4) and (4.6) yield $Q_0 = (1/4\tau') \text{sgn}(\omega_n)$ where $1/\tau' = 8 \pi N(0) 1/\tau_1$ was obtained in Sec. III. Within the saddle point approximation, we therefore obtain a change of the elastic scattering time due to the random interchain hopping. The total scattering rate becomes $1/\tau'' = 1/\tau + 1/\tau'$.\hspace{1em}12

We now consider the fluctuations around the saddle point solution. As in the standard localization problem, the $\text{Sp}(2N)$ symmetry of the Lagrangian is spontaneously broken to $\text{Sp}(N) \times \text{Sp}(N)$. Our aim is to obtain the effective action of the (diffusive) Goldstone modes associated with this spontaneous symmetry breaking. Following Ref. 12, we shift the field according to $Q \rightarrow Q + Q^{SP} - \Omega/2$, with

$$i j Q_{\alpha\beta}^{nm}(x) = \delta_{\alpha\beta} \delta_{n,m} \delta_{i,j} \omega_n,$$

and expand the action to lowest order in $\Omega$ and $Q$. The partition function can be written as

$$Z = \int DQ e^{-\int dx \left[ 2 \text{Tr}[Q^{SP}^{-1}_1 Q(x)] + \text{Tr}[Q(x) \bar{T}^{-1}_1 Q(x)] - \text{Tr}[\Omega \bar{T}^{-1}_1 Q(x)] \right]} \langle e^{-2i \int dx \text{Tr} \{ B(x) Q(x) \} \rangle \bar{S}_0, \bar{S}_0 \rangle.$$ (4.7)

where the average $\langle \cdots \rangle_{\bar{S}_0}$ should be taken with the action

$$\bar{S}_0 = S_0 + 2i \int dx \text{Tr} \{ B(x) (Q^{SP} - \Omega/2) \}$$

$$= - \sum_{\alpha, \omega_n} \psi^*(k, \omega_n) (-e(k) + (i/2 \tau') \text{sgn}(\omega_n))$$

$$\times \psi^*(k, \omega_n) + S_{\text{dis}}.$$ (4.8)

Performing a cumulant expansion of $\langle \cdots \rangle_{\bar{S}_0}$ in Eq. (4.7) and using the stationarity conditions (4.4) and (4.6), we obtain the effective action of the $Q$ field

$$S[Q] = \int dx \text{Tr} \left[ Q(x) \bar{T}_1^{-1} Q(x) - \Omega \bar{T}_1^{-1} Q(x) \right]$$

$$+ 2 \int dx_1 dx_2 \left[ \text{Tr} \{ Q(x_1) B(x_1) \} \text{Tr} \{ Q(x_2) B(x_2) \} \right] \bar{S}_0$$

$$= \int dx \text{Tr} \left[ Q(x) \bar{T}_1^{-1} Q(x) - \Omega \bar{T}_1^{-1} Q(x) \right]$$

$$- \int dx_1 dx_2 i j Q^{\alpha\beta}_{\text{dis}}(x_1) R^{\alpha\beta}_{\text{dis}}(x_1 x_2 i j)$$
where a sum over repeated indices is implied. $R_{nm}^{ab}$ is defined by

$$R_{nm}^{ab}(1,2) = \begin{pmatrix} R_{nm}^{a}(2,1|2,1) & R_{nm}^{a}(2,2|1,1) \\ R_{nm}^{b}(1,1|2,2) & R_{nm}^{b}(1,2|2,1) \end{pmatrix}. $$

$$R_{nm}(x_1 l_1, x_2 l_2 | x_3 l_3, x_4 l_4) = (\psi_{l_1}^a(x_1 \omega_n) \psi_{l_2}^b(x_2 \omega_m) \psi_{l_3}^{\beta a}(x_4 \omega_m) \psi_{l_4}^{\beta a}(x_3 \omega_n)) \tilde{s}_0. $$

(4.10)

For a system with time reversal symmetry, the Fourier transform $R_{nm}^{ab}(\mathbf{q})$ has all its components equal to $R_{nm}^{ab}(\mathbf{q})$. In the diffusive regime, it is easy to obtain the expression of $R_{nm}^{ab}(\mathbf{q})$ from the action $S^\text{diff}$. In the replica limit ($N \to 0$), we have for the diffusive (Goldstone) modes ($\omega_n \omega_m < 0$)

$$R_{nm}^{ab}(\mathbf{q})^{-1}|_{\text{diff}} = \tilde{R}(\mathbf{q})^{-1}|_{\text{diff}} = \frac{1}{2 \pi N_1(0)} \left( \frac{1}{\tau} + v_F^2 \tau' q_x^2 \right) + 8 \tau^2 \tau' \left( \sin^2(q_x d/2) + \sin^2(q_x d/2) \right). $$

(4.11)

The saddle point $Q_0$ introduces a "mass" term in the diffusive propagator. The exact propagator $R_{nm}^{ab}(\mathbf{q})$ can be expressed as in (4.11) but with renormalized diffusive coefficients $\tilde{D}''$ and $\tilde{D}''$ replacing the bare coefficients $v_F^2 \tau'$ and $8 \tau^2 \tau'$, respectively:

$$\tilde{R}(\mathbf{q})^{-1} = \frac{1}{2 \pi N_1(0)} \left( \frac{1}{\tau} + \tilde{D}'' q_x^2 + \tilde{D}'' \left( \sin^2(q_x d/2) + \sin^2(q_x d/2) \right) \right). $$

(4.12)

Notice that the "mass" term $1/\tau'$ plays the same role as a finite frequency. $R_{nm}^{ab}(\mathbf{q})$ can be obtained either from $\tilde{S}_0^\text{diff}$ or from $S_0^\text{diff}$ but at a finite frequency $1/\tau'$. Here $S_0^\text{diff}$ is the action obtained from $S_0$ by the replacement $\tau \to \tau'$. Equations (4.9) and (4.12) yield

$$S[Q] = \sum_\mathbf{q} \left( \tilde{R}^{-1}(\mathbf{q}) - \tilde{R}(\mathbf{q}) \right) \text{Tr}[Q(\mathbf{q})Q(-\mathbf{q})] $$

$$\quad - \text{Tr}[\Omega \tilde{R}^{-1}(\mathbf{q})Q(\mathbf{q}=0)], $$

(4.13)

where we have introduced the Fourier transformed field $Q(\mathbf{q})$. In Eq. (4.13) and in the following, Tr does not include a sum over the integers $l$ (chain positions) any more. We now define a low-energy regime by the conditions $q_x d, \tilde{D}'' \tau' q_x^2, \tilde{D}'' \tau' q_x^2 d^2/4 \ll 1$ which can also be written as

$$q_x \ll \Lambda_x \sim (\tilde{D}'' \tau')^{-1/2}, \quad q_1 \ll \Lambda_1 \sim \left( \frac{d^2}{4} + \tilde{D}'' \tau' q_x^2 d^2/4 \right)^{-1/2}.$$

(4.14)

In that regime we can expand $\tilde{R}^{-1}(\mathbf{q}) - \tilde{R}(\mathbf{q})$ to lowest order in $\mathbf{q}$. Rescaling the fields $Q \to Q/4\tau'$, we thus obtain

$$S[Q] = \frac{\pi}{8} N_1(0) \sum_\mathbf{q} \left( \tilde{D}'' q_x^2 + \left( \tilde{D}'' + \frac{1}{\tau} \right) q_x^2 d^2/4 \right) $$

$$\times \text{Tr}[Q(\mathbf{q})Q(-\mathbf{q})] - \frac{\pi}{2} N_1(0) \text{Tr}[\Omega Q(\mathbf{q}=0)]. $$

(4.15)

Notice that the "mass" term $1/\tau'$ in the propagator $R_{nm}^{ab}(\mathbf{q})$ is canceled by the uniform part of $\text{Tr}[Q(\mathbf{x}) \tilde{R}^{-1}(\mathbf{x})]$ [see Eq. (4.9)]. The fluctuations of $Q$ around its saddle point value are massless for $\omega_n \omega_m < 0$, i.e., the low-energy excitations correspond to (diffusive) Goldstone modes as expected from general symmetry arguments. On the other hand, it is clear that the fluctuations are massive for $\omega_n \omega_m > 0$. Having identified the Goldstone modes, we now follow the conventional NL\sigma M approach. We suppress the massive fluctuations imposing on the field $Q$ the constraints $Q^2 = 1$ (with 1 the unit matrix) and $\text{Tr}Q = 0$. These constraints and the action (4.15) define a NL\sigma M.

Notice that as in the preceding section the effective transverse diffusion coefficient appearing in Eq. (4.15) is the sum of two terms. $\tilde{D}''$ is generated by single particle interchain hopping ($\tilde{R}_\perp$) and $1/\tau' \approx \tilde{R}_\perp$ comes from particle-hole pair hopping as described by Eqs. (2.5) and (2.6).

Equation (4.13) shows that the propagator of the Goldstone modes is $P = (\tilde{R}_\perp)^{-1} - \tilde{R}_\perp = \tilde{R}_\perp + \tilde{R}_\parallel \tilde{R}_\parallel + \cdots$ (see Fig. 7). Since $\tilde{R}$ is given by the exact result (4.12), it is clear that our approach does not simply consider the two sources of disorder on the same footing, but is able to take into account strong intrachain disorder effect. From this point of view, the present approach is much more satisfactory than the SCOT of the preceding section.

Going to real space and taking the continuum limit in the perpendicular directions, we eventually come to

$$S[Q] = \frac{\pi}{8} N_3(0) \int d^3r \left( \tilde{D}'' \text{Tr}[\nabla Q]^2 + \left( \tilde{D}'' + \frac{1}{\tau} \right) d^2/4 \right) $$

$$\times \text{Tr}[\nabla Q]^2 - \frac{\pi}{2} N_3(0) \int d^3r \text{Tr}[\Omega Q], $$

(4.16)

where $N_3(0) = N_1(0) / d^2$ is the 3D density of states. The anisotropy of the diffusion coefficients being the same as that of the cutoffs ($\Lambda_x$ and $\Lambda_1$), we can rescale the lengths according to

$$x \to x \left( \frac{\tilde{D}'' \tau'}{1 + \tilde{D}'' \tau' d^2} \right)^{1/3}, \quad r_1 \to r_1 \left( \frac{\tilde{D}'' \tau'}{1 + \tilde{D}'' \tau' d^2} \right)^{-1/6}, $$

(4.17)

in order to obtain an isotropic NL\sigma M.
The isotropic cutoff is

\[ S[\mathcal{Q}] = \frac{\pi}{8} N_3(0) D \int d^3 r \text{Tr}[\nabla \mathcal{Q}]^2 \]

\[ - \frac{\pi}{2} N_3(0) \int d^3 r \text{Tr}[\Omega \mathcal{Q}], \quad (4.18) \]

where

\[ D = \left( \frac{\tilde{D}'' + \frac{1}{\tau'}}{d^2} \right)^{2/3} (\tilde{D}'')^{1/3}. \quad (4.19) \]

The isotropic cutoff is

\[ \tilde{\lambda} \sim \left( \frac{4}{1 + \tilde{D}'' \tau'} \right)^{1/3} \left( \frac{1}{(\tilde{D}'')^{1/3} \tau'} \right). \quad (4.20) \]

The dimensionless coupling constant of the NL\(\sigma\)M (4.18) is

\[ \lambda = \frac{4}{\pi N_3(0) \tilde{\lambda}} = \frac{4}{\pi N_3(0)} (D_{||} D_{\perp}^{1/3} D_{\perp}^{2 \tau'}^{3} \tau'^{3})^{1/6}. \quad (4.21) \]

where \(D_{||} = \tilde{D}''\) and \(D_{\perp} = (\tilde{D}'' + 1/\tau') d^2/4\) are the effective diffusion coefficients of the model before the length rescaling leading to the isotropic action (4.18). The second line of Eq. (4.21) clearly shows that the dimensionless coupling involves the geometric mean of the diffusion coefficients and the geometric mean of the diffusion lengths within a time \(\tau'\). The MIT occurs when \(\lambda\) equals a critical value \(\lambda_c\) (of order unity). To completely determine the position of the MIT, one has to obtain the diffusion coefficients \(\tilde{D}''\) and \(\tilde{D}''\). As mentioned above, these coefficients can be obtained from \(S''\) at a finite frequency \(1/\tau'\). We thus have to calculate diffusion coefficients in a weakly coupled chains system so that we can use again the results of Ref. 6. We assume that when the system is at the MIT, \(S''\) corresponds to an insulating phase. We have verified that this assumption is true for \(\alpha \rightarrow 0\) and \(\alpha \rightarrow 1\), and holds everywhere on the transition line if \(\lambda\) is sufficiently large with respect to \(\gamma\). For simplicity we shall consider only the latter case by choosing \(\gamma = 1\) and \(\lambda = 8\). The MIT for \(S''\) is given by \(1 - 2 \tilde{\tau}'' / \gamma = 0\) and therefore our assumption implies \(1 - 2 \tilde{\tau}'' / \gamma > 0\). The localization lengths in the insulating phase are \(\xi = |l''|/|\epsilon|\) and \(\xi_\perp \sim \xi \sqrt{2 \tilde{\tau}''} / \epsilon \) along and perpendicular to the chains, respectively, with \(|\epsilon| = 1 - 2 \tilde{\tau}'' / \gamma\). The finite frequency diffusion coefficients can be approximated by

\[ D''(\omega) = \frac{v_F^2 \tau''}{\hbar^2}; \quad D''(\omega) = \frac{8 \tilde{\tau}'' \tau''}{1 + \xi^2 |\omega| \tau''}. \quad (4.22) \]

\(\tilde{D}''\) and \(\tilde{D}''\) are obtained from Eq. (4.22) with \(|\omega| = 1/\tau'\). Equation (4.21) then gives the position of the MIT:

\[ \left( \frac{16}{\lambda_c^2} \right)^2 = \frac{\tau'' / \tau'}{1 + |\epsilon|^2 \tau'' / \tau'} \left( 1 + \frac{8 \tilde{\tau}'' \tau'' \tau'}{1 + |\epsilon|^2 \tau'' / \tau'} \right)^2. \quad (4.23) \]

The preceding equation is a function of \(\rho, \alpha\), and \(t, \tau\). For \(c \ll 1\), we can use Eq. (3.8) to obtain an equation involving only \(\rho\) and \(\alpha\).

Figures 8–10 show that the agreement with the SCDT is very good. The only difference is the behavior of the critical disorder \(W\) as a function of \(c\) for \(c \sim 1\) (Fig. 10). We however believe this behavior to be spurious. It follows from the fact that we have mixed results from the SCDT and from the NL\(\sigma\)M. [When \(c \rightarrow 1\), \(1/\tau' \rightarrow 0\) and Eq. (4.23) reduces to \(|\epsilon| = 1 - 2 \tilde{\tau}'' / \gamma = 0\), i.e., \(W = (24t_\perp \tilde{\tau}'' / \gamma)^{1/2}\). Thus, by using the results from Ref. 6, we impose the boundary condition \(W(c = 1) = (24t_\perp \tilde{\tau}'' / \gamma)^{1/2}\) which turns out not to be completely compatible with our analysis based on the NL\(\sigma\)M.] Since the transition is described by a NL\(\sigma\)M, we expect the critical behavior to be the usual one in agreement with the numerical calculation of ZEE,\(^4\) but in disagreement with PE’s results.

**FIG. 8.** Same as Fig. 4, but in the NL\(\sigma\)M (\(\gamma = 1\) and \(\lambda = 8\)).

**FIG. 9.** Same as Fig. 5, but in the NL\(\sigma\)M.

**FIG. 10.** Same as Fig. 6, but in the NL\(\sigma\)M.
V. CONCLUSION

Using two different methods, we have studied the MIT in a system of randomly coupled wires. Our results clearly show the dual role of the random interwire coupling. On the one hand, it generates an effective transverse bandwidth \( \tilde{t}_1 = c J \) and gives a contribution \( d^2/4t' \) to the transverse diffusion coefficient. On the other hand, it increases the scattering rate by \( 1/t' \propto (1-c)J^2 \). We have derived a phase diagram which agrees with the numerical calculation of ZEE (performed for \( M = 1 \)) and with the analytical analysis of PE (valid for \( M \gg 1 \)) although we have found a different critical behavior in this latter case.

As emphasized by PE, the model studied in this paper not only yields a MIT starting from a realistic description of the polymer structure, but also allows one to reconcile the experimental controversy between the low- and high-temperature conductivities of polymers.\(^3\) Our zero temperature study shows that the intrafibril localization effects are suppressed by the interfibril electron hopping which occur at a characteristic frequency \( 1/t' = 8 \tilde{t}_1^2 e^2 / \hbar c \) (note that for \( M \gg 1 \) and \( \alpha \approx 1 \), this characteristic frequency is \( \sim 1/t' \)). At finite temperature, localization effects are also suppressed by inelastic electron-phonon collisions. Thus, at sufficiently high temperature, when \( \Omega \approx 1/t' + 8 \tilde{t}_1^2 e^2 / \hbar c + 1/r_{\text{in}}(T) \approx 1/t' \) \( [r_{\text{in}}(T) \text{ is the electron-phonon collision time}] \), intrafibril localization effects are completely suppressed: the conductivity is determined by band transport and therefore increases for decreasing temperature as in a traditional metal. When \( \Omega \approx 1/t' \), localization effects become important. For a system close to the MIT, they lead to a decrease of the conductivity as the temperature is lowered (see Ref. 3 for a more detailed discussion).

Since \( M \gg 1 \) for polymers, our main conclusion agrees with PE with respect to the experimental situation in real materials: an increase of the number of interfibril contacts or the strength of the interfibril coupling should move the sample towards the metallic state. Experimentally, this is confirmed by the significant enhancement of the low-temperature conductivity under stretching or application of pressure.\(^3,13,14\)
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