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Abstract

We describe a new path integral approach to strongly correlated fermion systems, considering
the Hubbard model as a specific example. Our approach is based on the introduction of spin–
particle–hole coherent states which generalize the spin-1

2 coherent states by allowing the creation
of a hole or an additional particle. The action of the fermion systemS[γ ∗, γ ;Ω] can be expressed
as a function of two Grassmann variables (γ↑,γ↓) describing particles propagating in the lower and
upper Hubbard bands, and a unit vector fieldΩ whose dynamics arises from spin fluctuations. In
the strong correlation limit,S[γ ∗, γ ;Ω] can be truncated to quartic order in the fermionic fields and
used as the starting point of a strong-coupling diagrammatic expansion int/U (t being the intersite
hopping amplitude andU the on-site Coulomb repulsion). We discuss possible applications of this
formalism and its connection to thet-J model and the spin-fermion model. 2001 Elsevier Science
B.V. All rights reserved.

PACS:71.10.Fd; 71.27.+a; 71.30+h

1. Introduction

Understanding the properties of strongly correlated fermion systems remains one of the
main goals of condensed-matter physics. In narrow-band electron systems, the interplay
between strong Coulomb repulsion (which tends to localize the electrons) and band
structure effects (which favor their itinerant character) leads to a variety of different
behaviors ranging from metallic Fermi liquid to Mott–Hubbard insulator. Standard weak-
coupling approaches fail to describe these phenomena so that no general theoretical method
is available to analyze strongly correlated fermion systems. Even for the Hubbard model
[1–4], which is supposed to be one of the simplest (realistic) models of strongly correlated
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fermions, exact solutions or well-controlled approximations exist only in a few special
cases, like in one dimension [5] or in the limit of infinite dimensions [6]. We describe
in this paper a new approach to strongly correlated systems, with the (two-dimensional)
Hubbard model as primary example.

Various weak-coupling theories have been applied to the Hubbard model and its
extensions. The simplest of these approaches, the Hartree–Fock theory, supplemented by
the random-phase approximation (RPA) for the calculation of susceptibilities, correctly
predicts an antiferromagnetic (AF) ground-state at half-filling in both limits of large and
small on-site Coulomb repulsionU [7]. However, it also predicts long-range AF order
at finite temperature in a two-dimensional (2D) system, in contradiction with Mermin–
Wagner theorem [8]. Many attempts to improve on Hartree–Fock/RPA theory can be found
in the literature: paramagnon-like theories [9,10], fluctuation exchange approximation
(FLEX) [11,12], pseudo-potential Parquet approach [12,13], two-particle self-consistent
theory [14]. Most of these approaches meet with serious difficulties regarding a correct
description of the physical properties of the 2D Hubbard model: absence of long-range
order at finite temperature, exponential divergence of the magnetic correlation length in
1/T at low temperature, existence of Hubbard bands and/or precursors of the AF bands in
the density of states, pseudo-gap at low energy, etc. Besides, irrespective of their success
at weak Coulomb repulsion, it seems that weak-coupling theories are doomed to fail in the
strong-coupling regime when the Coulomb repulsion exceeds the bandwidth (U ∼ 4Dt
with t the intersite hopping amplitude andD the dimensionality). [See Ref. [14] for a
detailed discussion of weak-coupling approaches to the Hubbard model.] As emphasized
early on by Mott [15], a characteristic property of strongly correlated systems is the
existence of local moments already in the metallic phase [4]. Weak-coupling theories fail
to properly describe these local moments. For instance, within Hartree–Fock theory, local
moments are totally absent in the metallic phase and appear only in presence of long-range
magnetic order.

On the other hand, the perturbation expansion around the atomic limit [16–24], which
is expected to provide a reliable starting point in the strong correlation limit, also presents
its own difficulties in spite of recent progress [25,26]. It is not completely clear how to
handle the degeneracy of the ground-state in the atomic limit [25]. Moreover, the expansion
involves two dimensionless parameters,t/U and t/T , and therefore, breaks down when
the temperature is much below the electronic bandwidth.

Nonetheless, it is possible to derive an effective Hamiltonian to a given order int/U

[27–29]. At half-filling, the Hubbard model reduces to the Heisenberg model in the strong-
coupling limit. This model describes local spins (i.e., local moments) coupled by short-
range exchange interactions. Away from half-filling, the effective Hamiltonian in the strong
correlation limit is given by thet-J model. So far, no satisfying description of a doped Mott
insulator has emerged from thet-J model. The Schwinger-boson slave-fermion mean-field
theory, which provides very good results at half-filling [30], has not been as successful in
the doped case [31].1 On the other hand, the slave-boson mean-field theory [32] does not

1 In particular, charge carrier motion and spin fluctuations are essentially uncoupled at the mean-field level.
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even reproduce the known results at half-filling, so that its predictions (near half-filling)
are highly questionable.

A very appealing path integral formulation of thet-J model, based on the spin–hole
coherent-states|Ω, ζ 〉, has been introduced by Auerbach and Larson [33,34]. The existence
of local moments is obvious in this formulation, since a singly occupied siter is described
by a spin-coherent state|Ωr〉. The set of Grassmann variablesζ = {ζr} allows for the
presence of holes. The spin–hole coherent-state path integral was used to study spin
polarons in the (large-S) semiclassical limit of thet-J model.

Schulz has derived a path integral formulation of the Hubbard model which also
exemplifies the existence of local moments [35,36]. The Coulomb repulsion is treated
within a large-U Hartree–Fock approximation, whereas theSU(2) spin-rotation symmetry
is maintained by introducing a fluctuating spin-quantization axis in the functional integral.
The resulting effective actionS[γ ∗, γ ;Ω] is expressed in terms of two Grassmann
variables (γ↑,γ↓) which describe particles propagating in the lower (LHB) and upper
(UHB) Hubbard bands, and a unit vector fieldΩ [37]. A singly occupied siter corresponds
to a local moment pointing in the direction ofΩr. Similar ideas, in view of Monte Carlo
simulation, have been recently discussed by Bickers and Scalapino [38].

In a previous publication, Pairault and the present author have reported a systematic
t/U expansion of the Hubbard model [39]. As in Schulz’s work, central to this approach
is the introduction of a fluctuating spin-quantization axis. By adapting the method of
Refs. [25,40], thet/U expansion was generated by a Grassmannian Hubbard–Stratonovich
transformation of the hopping term. As in Ref. [35], the effective actionS[γ ∗, γ ;Ω] of the
Hubbard model in the strong-coupling regime is expressed as a function of two Grassmann
variables and a unit vector field. We found, however, that the Hartree–Fock treatment of the
Coulomb repulsion is not sufficient in the strong correlation limit, since it misses processes
of ordert/U . In particular, it does not allow to recover thet-J model when the UHB is
integrated out [39].

The aim of this paper is to further develop the strong-coupling expansion introduced in
Ref. [39]. (i) The functional integral formulation is derived from a completely different
perspective, starting from spin–particle–hole coherent states (Section 2). The latter
generalize the spin-1

2 coherent states by allowing the creation of a hole or the introduction
of an additional particle. This new derivation emphasizes the connection with the spin
coherent-state path integral formulation of the Heisenberg model. (ii) As in Ref. [39],
the strong-coupling expansion is generated by two successive Hubbard–Stratonovich
transformations of the intersite hopping term. The resulting actionS[γ ∗, γ ;Ω] is obtained
to all orders int/U (Section 3.1). This action contains interaction terms to all orders which
are determined by the (exact) atomic vertices. In the strong correlation limit,S[γ ∗, γ ;Ω]
can be truncated to quartic order in the fermionic fields (Section 3.3). The action is then
entirely determined by the single-particle atomic Green’s function and the two-particle
atomic vertex. (iii) We discuss in detail the strong-coupling perturbative expansion and
briefly point out possible applications of our formalism which are developed in detail

Presumably, a correct description of their mutual interaction would require to go beyond mean-field theory.
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in separate publications [41,42] (Section 3.4). Finally, we discuss the connection of this
formalism to thet-J model and the spin-fermion model.

2. Spin–particle–hole coherent-state path integral

In this section, we define the spin–particle–hole coherent states and derive a path integral
representation of the partition function. To be specific, we consider the Hubbard model
defined by

(2.1)Ĥ = −t
∑

〈r,r′〉,σ

(
ĉ†rσ ĉr′σ + h.c.

)+U
∑

r

n̂r↑n̂r↓,

whereĉrσ is a fermionic operator for aσ -spin particle at siter (σ =↑,↓), n̂rσ = ĉ†rσ ĉrσ ,
and〈r, r′〉 denotes nearest neighbors. For simplicity, we consider a bipartiteD-dimensional
lattice. We denote byµ the chemical potential and consider only hole doping (i.e.,µ �
U/2). We takeh̄= kB = 1 throughout the paper.

2.1. Spin–particle–hole coherent-states

2.1.1. Definition
We first consider a single site. A basis of the Hilbert space isB = {|0〉, |↑〉, |↓〉, |↑↓〉},

where|0〉, |↑〉 = ĉ†↑|0〉, |↓〉 = ĉ†↓|0〉 and |↑↓〉 = ĉ†↑ĉ†↓|0〉 are the empty, singly occupied
(with spin up and spin down) and doubly occupied states, respectively. Instead of using the
states|↑〉 and|↓〉 to describe a singly occupied site, we introduce the spin-1

2 coherent state

|Ω〉 = e− i
2ϕσze−

i
2θσy e−

i
2ψσz |↑〉

(2.2)= cos
θ

2
e−

i
2 (ϕ+ψ)|↑〉 + sin

θ

2
e
i
2 (ϕ−ψ)|↓〉,

whereθ andϕ are the polar angles determining the direction of the unit vectorΩ(θ,ϕ).
The choice ofψ is free and corresponds to a “gauge” freedom [43].B′

Ω = {|0〉, |Ω〉, |↑↓〉}
will be used to construct the spin–particle–hole coherent states. Although it is not (for fixed
Ω) a basis of the Hilbert space, we will show how the whole Hilbert space can be described
by varyingΩ .

We now enlarge the physical Hilbert space by introducing three bosonic operators (ê, p̂
andd̂ ) and rewrite the states ofB′

Ω as

|0〉 = ê†|vac〉 = γ̂↑|Ω〉, |Ω〉 = p̂†f̂
†
↑ |vac〉,

(2.3)|↑↓〉 = d̂†f̂
†
↑ f̂

†
↓ |vac〉 = −γ̂ †

↓|Ω〉,
where |vac〉 denotes the vacuum of the enlarged Hilbert space. The latter contains
unphysical states which can be eliminated by imposing the constraints

Q̂(1) = ê†ê+ p̂†p̂+ d̂†d̂ − 1= 0, Q̂
(2)
↑ = f̂ †

↑ f̂↑ − p̂†p̂− d̂†d̂ = 0,

(2.4)Q̂
(2)
↓ = f̂ †

↓ f̂↓ − d̂†d̂ = 0.
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The (slave) bosonic particles are similar to those introduced by Kotliar and Rucken-
stein [44] although here thêp boson is spinless. Once we have introduced the spin-1

2
coherent state|Ω〉, we need two operators,γ̂↑ andγ̂↓, to allow for the creation of a hole or
an additional particle. These two operators are Hubbard operators [45] (γ̂↑ ≡ |0〉〈Ω| and
γ̂↓ ≡ −|Ω〉〈↑↓|), and have the following expression,

(2.5)γ̂↑ = ê†p̂f̂↑, γ̂↓ = p̂†d̂ f̂↓,

in terms of the slave bosons and the fermionic operatorsf̂σ . Note that all the operators
are defined with respect to the spin-quantization axisΩ, so that af̂↑- (or γ̂↑-) particle
has its spin pointing alongΩ . Thus, the LHB is populated only with up-spin particles (in
the spin reference frame defined byΩ). This also implies that only down-spin particles
can be introduced in the UHB. The operatorsγ̂σ play a fundamental role in our approach.
Although they appear at this stage as composite operators [see Eqs. (2.5)], we shall show
in Section 3 how the partition function can be written as a functional integral expressed in
terms of theelementaryfieldsγσ and the unit vector fieldΩ.

The spin–particle–hole coherent states are defined by

(2.6)|Ω, ζ 〉 = exp
(
eê† + pp̂† + dd̂† − f↑f̂ †

↑ − f↓f̂ †
↓
)|vac〉,

where f↑, f↓ are Grassmann variables ande,p, d, c-numbers. We use the short-hand
notationζ ≡ (f↑, f↓, e,p, d). By using the constraints (2.4), we can rewrite the spin–
particle–hole coherent states as

(2.7)|Ω, ζ 〉 = e|0〉 − pf↑|Ω〉 − df↑ f↓|↑↓〉.
Eqs. (2.6) and (2.7) extend the definition of the spin-1

2 coherent states by allowing for the
presence of a hole or an additional particle.

2.1.2. Scalar product
We consider the scalar product between the states|Ω, ζ 〉 and |Ω ′, ζ ′〉. If Ω = Ω ′ all

fermionic variables are defined with respect to the same quantization axis. We then have
the standard result [46]

(2.8)
〈
Ω, ζ |Ω ′, ζ ′〉 = exp

(
ζ ∗ζ ′) ≡ exp

(
e∗e′ + p∗p′ + d∗d ′ +

∑
σ

f ∗
σ f

′
σ

)
.

WhenΩ �= Ω ′, we use Eq. (2.7) to obtain〈
Ω, ζ |Ω ′, ζ ′〉= e∗e′ + p∗f ∗↑f ′↑p′ + d∗d ′f ∗↓f ∗↑f ′↑f ′↓

(2.9)+ p∗f ∗↑f ′↑p′(〈Ω|Ω ′〉 − 1
)
.

ForΩ = Ω ′, this expression should be equivalent to Eq. (2.8), so that

(2.10)exp
(
ζ ∗ζ ′) ≡ e∗e′ + p∗f ∗↑f ′↑p′ + d∗d ′f ∗↓f ∗↑f ′↑f ′↓

provided the constraints (2.4) are satisfied. Similarly, by keeping only the terms which are
compatible with the constraints, we obtain

exp
(
ζ ∗ζ ′ + f ∗↑p∗f ′↑p′(〈Ω|Ω ′〉 − 1

))
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(2.11)= e∗e′ + p∗f ∗↑f ′↑p′〈Ω |Ω ′〉 + d∗d ′f ∗↓f ∗↑f ′↑f ′↓,

a result valid whatever the value ofΩ andΩ ′. Comparing Eqs. (2.9) and (2.11), we arrive
at the following expression for the scalar product of two spin–particle–hole coherent states
in thephysicalHilbert space:

(2.12)〈Ω, ζ |Ω ′, ζ ′〉 = exp
(
ζ ∗ζ ′ + f ∗↑p∗f ′↑p′(〈Ω|Ω ′〉 − 1

))
.

2.1.3. Resolution of the identity
We seek a resolution of the identity in the form

(2.13)N
∫
dΩ

4π

∫
dζ ∗ dζ e−α|ζ |2|Ω, ζ 〉〈Ω, ζ |P̂ = Î ,

whereÎ is the unit operator and

(2.14)α|ζ |2 ≡ αe|e|2 + |p|2 + αd |d|2 +
∑
σ

f ∗
σ fσ .

N , αe andαd are constants to be determined in order for Eq. (2.13) to be satisfied. The
projection operator

(2.15)P̂ = δQ̂(1),0
∏
σ

δ
Q̂
(2)
σ ,0

ensures that the resolution of the identity acts only in the physical Hilbert space. The
measure in Eq. (2.13) is defined by

(2.16)dζ ∗ dζ = de
∗ de

2iπ

dp∗ dp
2iπ

dd∗ dd
2iπ

df ∗↑ df↑ df ∗↓ df↓,

where

(2.17)
dz∗ dz
2iπ

= 1

π
dRe(z)d Im(z)

for a complex variablez. Integrating overζ , we rewrite Eq. (2.13) as

(2.18)N
∫
dΩ

4π

( |0〉〈0|
α2
eαd

+ |Ω〉〈Ω |
αeαd

+ |↑↓〉〈↑↓|
αeα

2
d

)
= Î .

Since the spin coherent states satisfy 2(4π)−1
∫
dΩ|Ω〉〈Ω| = |↑〉〈↑| + |↓〉〈↓| (resolution

of the identity in the space of singly occupied states), we conclude that Eq. (2.13) is
satisfied for

(2.19)N = 8, αe = αd = 2.

The constantsαe = αd ( �= 1) are necessary to avoid an over-counting of the empty and
doubly occupied states: for a givenΩ ,B′

Ω already contains the states|0〉 and|↑↓〉. Varying
Ω with αe = αd = 1 would lead to an over-counting of these states.

Note that Eq. (2.13) bears some similarities with the resolution of the identity in
the Hilbert space with no double occupancy obtained from the spin–hole coherent
states [33,43].
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2.1.4. Trace
The resolution of the identity (2.13) allows to compute the trace of a given operatorÔ

in terms of the spin–particle–hole coherent states. The derivation is standard [46] and one
obtains

(2.20)Tr Ô =N
∫
dΩ

4π

∫
dζ ∗ dζ e−α|ζ |2〈Ω, ζ̃ |P̂ Ô|Ω, ζ 〉,

whereζ̃ ≡ (−f↑,−f↓, e,p, d).
As a simple application of Eq. (2.20), we calculate the partition function for a single

site. Imposing the constraints (2.4) by using Eq. (2.7), we easily obtain

Zat = Tr e−β(Ĥ−µN̂) =N
(

1

α2
eαd

+ eβµ

αeαd
+ e

β(2µ−U)

αeα
2
d

)
(2.21)= 1+ 2eβµ + eβ(2µ−U),

whereN̂ is the total number of particles andβ = 1/T is the inverse temperature.

2.2. Path integral for a single site

In order to express the partition function as a path integral, we use Eq. (2.20) and divide
the “time” intervalβ intoM steps:

(2.22)Zat =N
∫
dΩ

4π

∫
dζ ∗ dζ e−α|ζ |2〈Ω, ζ̃ |P̂ e−ε(Ĥ−µN̂) · · ·e−ε(Ĥ−µN̂)|Ω, ζ 〉,

whereε = β/M. We then introduce(M − 1) times the resolution of the identity (2.13).
The details of this procedure are given in Appendix A. One finds

Zat =NM

∫ (
M∏
k=1

dΩk

4π
dζ ∗
k dζk dλk

)
exp

{
M∑
k=1

[
−α|ζk|2 + ζ ∗

k ζk−1

(2.23)+ f ∗↑kp∗
kf↑k−1pk−1

(〈Ωk|Ωk−1〉 − 1
)− εKk,k−1

]}
,

where

(2.24)Kk,k−1 = 〈Ωk, ζk|K̂k|Ωk−1, ζk−1〉
〈Ωk, ζk|Ωk−1, ζk−1〉 ,

(2.25)K̂k = Ĥ −µN̂ + iλ(1)k Q̂(1)k + i
∑
σ

λ
(2)
σk Q̂

(2)
σ .

λk ≡ (
λ
(1)
k , λ

(2)
σk

)
denotes Lagrange multipliers which impose the constraints (2.4).

An important difference with the standard path integral for a system of fermions and
bosons comes from the presence of the constantsαe = αd ( �= 1) which ensure that the
empty and doubly occupied states are not over-counted. Taking the continuum time limit
(ε→ 0) from Eq. (2.23) would then lead to an infinite chemical potentialµe = −(αe−1)/ε
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for thee boson:

(2.26)
M∑
k=1

e∗k (ek−1 − αeek)→ −
β∫

0

dτ e∗
(
∂τ + αe − 1

ε

)
e,

and a similar result for thed boson (i.e.,µd = −(αd − 1)/ε).
At half-filling, µ = U/2 due to particle–hole symmetry. The contribution of the

empty and doubly occupied states to the partition function is exponentially small at low
temperature (T � U/2) and can be neglected. It is then possible to takeαe = αd = 1, and
the continuum time limit is well defined. This argument fails away from half-filling in the
single-site case. However, we are interested in the full Hubbard model, where the chemical
potential is determined by the filling of the Hubbard bands in the strong correlation limit.
In presence of a small concentration of holes,µ�W/2 is located near the top of the LHB
(of total widthW ). In the low-temperature limitT �W , the system in the atomic limit
is in its ground-state with exactly one particle per site. The contribution of the empty and
doubly occupied atomic states to the partition function is again negligible, which allows
to takeαe = αd = 1. This argument is particularly clear in the strong-coupling expansion
(Section 3) where the atomic action is used only in the calculation of the connected atomic
functionsGRc. The latter are obtained from the atomic limit (t = 0) of the full action, the
chemical potential being determined by the full Hubbard model.

Takingαe = αd = 1 and ignoring the overall normalization constantNM , 2 we write
the partition function as

Zat =
∫ (

M∏
k=1

dΩk

4π
dζ ∗
k dζk dλk

)
exp

{
−
M∑
k=1

[
ζ ∗
k (ζk − ζk−1)

(2.27)− f ∗↑kp∗
kf↑k−1pk−1

(〈Ωk|Ωk−1〉 − 1
)+ εKk,k−1

]}
.

The continuum time limit can now be taken without difficulty (see Appendix A):

(2.28)Zat =
∫

DΩ

∫
Dλ

∫
D[f, e,p, d]e−Sat,

where the action is given by

Sat = S(0)at +
∫
dτ f ∗↑p∗f↑p〈Ω |Ω̇〉,

S
(0)
at =

∫
dτ

[
−iλ(1) +

∑
σ

f ∗
σ

(
∂τ −µ+ iλ(2)σ

)
fσ + e∗(∂τ + iλ(1))e

2 The origin of the infinite normalization constantNM (M→ ∞) can be traced back by considering Eq. (A.3).
At this stage, it is still possible to compute exactly the partition function. For the contribution of the singly

occupied state, the integration overΩk gives the factor
∫
(
∏M
k=1

dΩk
4π )

∏M
k=1〈Ωk |Ωk−1〉 = 2−M+1 so that

we obtaineβµ NM

2M−1(αeαd )
M = 2eβµ which is the correct result. Thus the infinite normalization constant is

suppressed when “spin fluctuations” are properly taken into account. In the context of spin-coherent-state path
integrals, this issue has recently been considered in Ref. [47].
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(2.29)

+ p∗(∂τ + iλ(1)− iλ(2)↑
)
p+ d∗

(
∂τ +U + iλ(1) − i

∑
σ

λ(2)σ

)
d

]
.

S
(0)
at is similar to the action obtained from the Kotliar–Ruckenstein slave bosons [44] with
p↑ ≡ p and without thep↓ boson. The difference betweenSat and S(0)at , which arises
from the dynamics ofΩ, is nothing but the Berry phase term [48]A0 = 〈Ω|Ω̇〉 of a
spin-12 (|Ω̇〉 = ∂τ |Ω〉). The Berry phase term is alive whenever the state is singly occupied
(f ∗↑f↑ ≡ 1 andp∗p ≡ 1).

2.3. Path integral for the Hubbard model

The definition of the spin–particle–hole coherent states can be extended to the lattice
case:

(2.30)|Ω, ζ 〉 = exp

(∑
r

(
erê

†
r + prp̂

†
r + drd̂

†
r −

∑
σ

frσ f̂
†
rσ

))
|vac〉,

where the unit vectorΩr is now site dependent [Ω = {Ωr} andζ = {ζr}]. The fermionic
operatorf̂rσ is defined with respect to the local spin-quantization axisΩr.

The procedure to write the partition function as a path integral is similar to the single-site
case. The only contribution which is not purely atomic comes from the intersite hopping
term. The latter modifiesKk,k−1 (or, in the continuum time limit,Kk,k) [Eq. (2.24)]. As
shown in Appendix B

(2.31)〈Ωk, ζk|ĉ†r ĉr′ |Ωk, ζk〉 = γ †
rkR

†
rkRr′kγr′k〈Ωk, ζk|Ωk, ζk〉,

whereĉr = (ĉr↑, ĉr↓)T .

(2.32)Rrk = e− i
2ϕrkσze−

i
2θrkσy e−

i
2ψrkσz

is aSU(2)/U(1) matrix which rotates the spin-quantization axis fromẑ to Ω(θrk, ϕrk). It
satisfiesRrkσzR

†
rk = Ωrk · σ , whereσ = (σx, σy, σz) stands for the Pauli matrices.γrk =

(γr↑k, γr↓k)T , and

(2.33)γr↑k = e∗rkprkfr↑k, γr↓k = p∗
rkdrkfr↓k.

The action of the Hubbard model then reads

(2.34)S = Sat −
∑
r,r′

∫
dτ γ †

r R
†
r trr′Rr′γr′,

whereSat is the generalization toN sites of the atomic action given by Eq. (2.29). In the
Hubbard model,trr′ equalst if r andr′ are nearest neighbors and vanishes otherwise. Since
the constraints (2.4) are preserved under the time evolution determined by the actionS

[Eq. (2.34)], we can replace the functional integral overλ(τ) by an integral over a set
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λ≡ (
λ
(1)
r , λ

(2)
rσ

)
of time-independent Lagrange multipliers:

(2.35)
∫

Dλ→
∫
dλ≡

∏
r

( 2π/β∫
0

β dλ
(1)
r

2π

∏
σ

2π/β∫
0

β dλ
(2)
rσ

2π

)
.

Eqs. (2.29) and (2.34) provide a spin-rotation-invariant slave-boson formulation of the
Hubbard model [49]. They have been derived recently without referring explicitly to the
spin–particle–hole coherent states, but by introducing a fluctuating spin-quantization axis
in the functional integral [39].

3. Strong-coupling expansion

In this section, we recast the spin–particle–hole coherent-state path integral in a form
suitable for a perturbative expansion with respect tot/U . This is achieved by performing
two successive transformations of the intersite hopping term (Sections 3.1 and 3.2). The
resulting action is expressed as a function of two fermionic fields (γ↑ and γ↓) which
describe the propagation of particles in the LHB and UHB, and a unit vector fieldΩ .
In Section 3.3, we show that this action can be truncated to quartic order in the fermionic
fields in the strong correlation limit. Finally, in Section 3.4 we show how this effective
strong-coupling action can be used as the starting point of a diagrammatic perturbative
expansion with respect tot/U , and discuss possible applications of our formalism.

3.1. Grassmannian Hubbard–Stratonovich transformations

Following Refs. [25,39,40] we decouple the intersite hopping term in Eq. (2.34) by
means of a Grassmannian Hubbard–Stratonovich transformation. The partition function
becomes

Z =
∫

DΩdet(t̂ )
∫

D[ψ]exp

{
−
∑
a,b

ψ∗
a t̂

−1
ab ψb

}

(3.1)×
∫
dλ

∫
D[f, e,p, d]exp

{
−Sat +

∑
a

(
ψ∗
a γa + c.c.

)}
,

whereψ is an auxiliary fermionic field which couples to the (composite) fieldγ defined in
Eq. (2.33). We use the notation

(3.2)ψa ≡ψraσa (τa),
∑
a

≡
∑
ra,σa

∫
dτa,

and denote by

(3.3)t̂rr′ =R†
r trr′Rr′

the Ω-dependent intersite hopping matrix. TheSU(2)/U(1) matrix Rr rotates the spin-
quantization axis from̂z to Ωr [see Eq. (2.32)]. The diagonal elements oft̂rr′ correspond
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to intraband propagation, while its off-diagonal elements describe transitions between the
LHB and UHB. Note that det(t̂ ) is a function ofΩ and should therefore be kept explicitly
in the functional integral.

Performing the functional integral over the fieldsf, e,p, d and the Lagrange multipli-
ersλ, we obtain

(3.4)
∫
dλ

∫
D[f, e,p, d]exp

{
−Sat +

∑
a

(
ψ∗
a γa + c.c.

)}=Zat[Ω]eW [ψ∗,ψ;Ω],

where

(3.5)Zat[Ω] =
∫
dλ

∫
D[f, e,p, d]e−Sat =Z(0)at e

−SB [Ω]

is the “partition function” in the atomic limit (t = 0) for a given configuration ofΩ .Z(0)at is
the partition function obtained fromS(0)at . We emphasize here that the integration of the
Lagrange multipliers and the bosonic fields has been done exactly.SB [Ω] is the action of
the spin degrees of freedom in the atomic limit. TreatingA0

r = 〈Ωr|Ω̇r〉 in perturbation,
we obtain to lowest order (in a cumulant expansion) [39]

(3.6)SB [Ω] =
∑

r

∫
dτ A0

r
〈
f ∗

r↑p∗
rfr↑pr

〉
S
(0)
at

=
∑

r

∫
dτ A0

r .

SB is a collection of Berry phase terms for spins localized at the lattice sites. In Eq. (3.4),
W [ψ∗,ψ;Ω] is the generating functional of the connected atomic Green’s functions

GRc{ai ,bi} = (−1)R
〈
γa1 · · ·γaRγ ∗

bR
· · ·γ ∗

b1

〉
at,c

(3.7)= δ(2R)W [ψ∗,ψ;Ω]
δψ∗
a1

· · ·δψ∗
aR
δψbR · · · δψb1

∣∣∣∣∣
ψ∗=ψ=0

.

Note that theGRc ’s are defined for a given configuration of the fieldΩ.
The partition function is thus written as

Z =Z(0)at

∫
DΩ det(t̂ )

∫
D[ψ]e−S[ψ∗,ψ;Ω],

(3.8)S[ψ∗,ψ;Ω] = SB [Ω] +
∑
a,b

ψ∗
a t̂

−1
ab ψb −W [ψ∗,ψ;Ω].

W [ψ∗,ψ;Ω] can be obtained explicitly by inverting Eq. (3.7):

(3.9)W
[
ψ∗,ψ;Ω

] =
∞∑
R=1

(−1)R

(R!)2
′∑

ai ,bi

ψ∗
a1

· · ·ψ∗
aR
ψbR · · ·ψb1G

Rc
{ai ,bi}.

The primed summation in (3.9) reminds us that all the fields in a given productψ∗
a1

· · ·ψb1

share the same value of the site index.
In order to completely determine the actionS[ψ∗,ψ;Ω], we need to compute the atomic

Green’s functionsGRc from the actionSat. The procedure to obtain these quantities can
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be found in Appendix C and in Ref. [39]. Here we only quote the final results. The single-
particle Green’s function is

(3.10)G−1
rσ =G(0)−1

σ − sgn(σ )A0
r,

where sgn(σ ) = 1(−1) for σ =↑ (↓). G(0) is the atomic Green’s function corresponding
to S(0)at . In the low temperature limit

(3.11)G
(0)
↑ (τ )= θ(−τ + η)eµτ , G

(0)
↓ (τ )= −θ(τ − η)e(µ−U)τ ,

where η → 0+. In Fourier space, Eq. (3.11) becomeG(0)↑ (iω) = (iω + µ)−1 and

G
(0)
↓ (iω) = (iω + µ− U)−1 whereω is a fermionic Matsubara frequency. As shown in

Section (3.3), theR-particle Green’s functionsGRc (R � 2) are involved only in (virtual)
interband transitions. The typical energy scale (∼ U ) for the latter is much larger than the
typical energy scale for spin fluctuations (∼ J = 4t2/U ) so that the effect of the Berry
phase termA0 can be neglected (i.e., we can useS(0)at instead ofSat to computeGRc for
R � 2). We find

(3.12)GRcσ ···σ,σ ···σ = 0 (R � 2),

which implies that there is no intraband interaction for theψ field. The two-particle atomic
Green’s functionGIIc is thus entirely determined byGIIc↑↓,↑↓, or equivalently by the two-
particle vertex (see Eq. (C.12))

(3.13)Γ II↑↓,↑↓
(
iω1, iω2; iω3(iω4)

) = iω2 − iω3 −U,
whereω4 = ω1 + ω2 − ω3 is fixed by energy conservation. We shall show in Section 3.3
that the effective action in the strong-coupling regime (t/U � 1) is entirely determined
by the knowledge ofG andGIIc (or Γ II ) so that we do not require the knowledge ofGRc

for R � 3.
We could now follow Ref. [25] and use the actionS[ψ∗,ψ;Ω] to perform a

diagrammatic perturbative expansion with respect to the intersite hopping amplitudet .
The matrix structure of̂trr′ distinguishes processes that do conserve the number of doubly
occupied sites from those that involve interband transitions, thus allowing for at/U

expansion. [In Ref. [25], the auxiliary fieldψσ couples to the original fermionic field
cσ . The resulting perturbative expansion involves two dimensionless parameters,t/U and
t/T , and breaks down at low temperature.] However, the drawback of using the action
S[ψ∗,ψ;Ω] is that the fieldψ has no direct physical meaning. It is rather the fields to
which ψ↑ andψ↓ couple, namely, the composite fieldse∗pf↑ andp∗df↓, which have
a direct physical interpretation in terms of particles propagating in the LHB and UHB.
This suggests to perform a second Hubbard–Stratonovich transformation of the intersite
hopping term. Denoting byγ the auxiliary field of this transformation, we rewrite the
partition function as

Z =Z(0)at

∫
DΩ

∫
D[γ,ψ]
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(3.14)× exp

{
−SB [Ω] +

∑
a,b

γ ∗
a t̂abγb +

∑
a

(
γ ∗
a ψa + c.c.

)+W[
ψ∗,ψ;Ω

]}
.

Integrating out theψ field, we obtain

Z =Z(0)at

∫
DΩZ̃[Ω]e−SB [Ω]

(3.15)×
∫

D[γ ]exp

{∑
a,b

γ ∗
a t̂abγb + W̃ [

γ ∗, γ ;Ω
]}
.

Note thatγ is now anelementaryfield. [We expectγ to have the same physical meaning
as the composite fields defined in Eq. (2.33), hence the same notation.]W̃ [γ ∗, γ ;Ω] is the
generating functional of the connected Green’s functionsG̃Rc calculated with the action
−W [ψ∗,ψ;Ω]. Since the latter is local (in space), so are theG̃Rc ’s. Z̃[Ω] is defined by

(3.16)Z̃[Ω] =
∫

D[ψ]eW [ψ∗,ψ;Ω] = det(−G)e−S ′[Ω].

det(−G) comes from the Gaussian part,
∑
a,b Gabψ

∗
aψb, of the action−W [ψ∗,ψ;Ω].

Non-Gaussian terms give the contributionS′[Ω]:

(3.17)e−S ′[Ω] =
〈
exp

{ ∞∑
R=2

(−1)R

(R!)2
′∑

ai ,bi

ψ∗
a1

· · ·ψb1G
Rc{ai ,bi}

}〉
,

where the average is to be taken with the action
∑
a,b Gabψ

∗
aψb. S

′[Ω] can be represented
as a sum of Feynman diagrams, the bare propagator being−G−1 and the vertices the
atomic Green’s functionsGRc (with R � 2). An example of diagram is given in Fig. 2.
[The symbols used in the Feynman diagrams are defined in Fig. 1.] This diagram, as
well as the other diagrams contributing toS′[Ω] does not have any physical meaning.
As will be shown below,S′[Ω] does not contribute to the final result. “Physical” and
“anomalous” (i.e., without “physical” meaning) diagrams can be defined rigorously by
considering the perturbation theory based on the actionS[ψ∗,ψ;Ω] [Eq. (3.8)]. Within
the latter, all diagrams can be represented by atomic Green’s functions connected by
the intersite hopping matrix̂t . The perturbation theory based on the actionS[γ ∗, γ ;Ω]
generates diagrams that cannot be represented in this way. These “anomalous” diagrams
should not contribute to physical quantities. Indeed, we will find that the total contribution
of anomalous diagrams always vanishes (see Section 3.2).

Noting that det(−G)=Z−1
at [Ω], 3 we obtain

Z =
∫

DΩ

∫
D[γ ]e−S[γ ∗,γ ;Ω],

(3.18)S
[
γ ∗, γ ;Ω

] = S′[Ω] −
∑
a,b

γ ∗
a t̂abγb − W̃ [γ ∗, γ ;Ω].

3 This result is obtained by noting that det(−G−1) = ∫
D[ψ]exp(

∑
a,b ψ

∗
aG

−1
ab
ψb) = Z(0)at e

−SB [Ω] to first

order inA0 (in a cumulant expansion).
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Fig. 1. Definition of the various symbols appearing in the Feynman diagrams. Connected atomic
Green’s functions are represented by a filled circle and atomic vertices by polygons, with the
exception ofG−1 which is also shown as a filled circle. The intersite hopping matrixt̂ is represented

by a dashed line, and the propagatorĜ (0)↑ defined in Eq. (3.37) by an empty circle.

Fig. 2. A Feynman diagram contributing toS′[Ω].

Fig. 3. A Feynman diagram contributing tõΓ .

In order to completely determine the actionS[γ ∗, γ ;Ω], we need to compute the (local)
Green’s functions̃GRc from the action−W [ψ∗,ψ;Ω] [Eq. (3.9)].

Let us first consider the single-particle Green’s functionG̃ab = −〈ψaψ∗
b 〉−W . Retaining

only the Gaussian part of the action−W , i.e.,
∑
a,b Gabψ

∗
aψb, one obtains̃G = −G−1.

More generally, we have

(3.19)G̃ab = −G−1
ab + Γ̃ab,

whereΓ̃ can be represented as a sum of Feynman diagrams arising from the verticesGRc

(with R � 2). An example is shown in Fig. 3. It is easy to see that all the diagrams
contributing to Γ̃ are anomalous. The fact that̃Γ has no physical meaning can be
understood as follows. We can view̃Γ as a self-energy correction toG [see Eq. (3.19)].
SinceG is the exact atomic Green’s function, we do not expect any local (i.e., atomic)
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(a) (b)

Fig. 4. Feynman diagrams for̃GIIc . (a)−Γ II . (b) Anomalous diagram.

(a) (b)

Fig. 5. Examples of Feynman diagrams contributing toG̃III c. (a) Contributions toΓ III . (b) A
contribution to the anomalous part̃Γ III . All the filled circles with two external legs denoteG−1.

correction. We will see in Section 3.2 that the role ofΓ̃ is to cancel other anomalous
contributions arising in the strong-coupling perturbative expansion.

A result similar to Eq. (3.19) holds for higher-order Green’s functions. The simplest
diagram for the two-particle Green’s functioñGIIc

a1a2,b1b2
= 〈ψa1ψa2ψ

∗
b2
ψ∗
b1

〉−W (shown in

Fig. 4(a)) gives the contribution−Γ II
a1a2,b1b2

, whereΓ II
a1a2,b1b2

is the two-particle vertex.

All other diagrams are anomalous (Fig. 4(b)). In the same way,G̃III c can be written as the
sum ofΓ III and an anomalous contributioñΓ III (Fig. 5). More generally, we find

(3.20)G̃Rc{ai ,bi} = −(−1)R
(
Γ R{ai ,bi} + Γ̃ R{ai ,bi}

)
(R � 2),

whereΓ R is the atomicR-particle vertex and̃Γ R denotes anomalous contributions.
We can then rewrite the action as

S
[
γ ∗, γ ;Ω

] = S′[Ω] −
∑
a,b

γ ∗
a

(
t̂ab +G−1

ab − Γ̃ab
)
γb

(3.21)+
∞∑
R=2

1

(R!)2
′∑

ai ,bi

(
Γ R{ai ,bi} + Γ̃ R{ai ,bi}

)
γ ∗
a1

· · ·γb1.

Note that this result has been obtained without any approximation and gives the exact
value of the partition function if one carries out the functional integral over the fieldsγσ

and Ω . By performing two successive Hubbard–Stratonovich transformations, we have



632 N. Dupuis / Nuclear Physics B 618 [FS] (2001) 617–649

summed the atomic contributions to the single-particle propagator and theR-particle
vertices (R � 2). As a result, the actionS[γ ∗, γ ;Ω] is essentially parametrized by the
intersite hopping matrix̂t and the atomic verticesG−1 andΓ R (R � 2). [We show in
Section 3.2 how to deal with the anomalous verticesΓ̃ R.] Using S[γ ∗, γ ;Ω] instead of
S[f, e,p, d,λ;Ω] [Eq. (2.34)] orS[ψ∗,ψ;Ω] [Eq. (3.8)] presents two main advantages.
First we now deal with only three fields whose physical meaning is clear.γ↑ and γ↓
describe particles propagating in the LHB and UHB, respectively, while the dynamics
of Ω arises from spin fluctuations. [Note, however, that the Green’s function of the
original fermions (those involved in the definition of the Hubbard model) is not merely the
propagator−〈γaγ ∗

b 〉 (see Section 3.4).] Second,S[γ ∗, γ ;Ω] turns out to be a convenient
starting point in the strong correlation limitt/U � 1. Indeed, forU → ∞ (no interband
transition), only the Gaussian part of the action needs to be considered. The lowest-
order corrections int/U are determined by a small number of atomic vertices. In
practice,S[γ ∗, γ ;Ω] can be truncated to quartic order in the fermionic fields and is then
parametrized only byG−1 andΓ II (Section 3.3).

3.2. Anomalous diagrams

In order to understand the role of anomalous diagrams, it is useful to first consider the
atomic limit (t = 0) of the action (3.21). In that limit, one has to recover the known (exact)
results.

Let us consider first the partition function. Integrating out theγ field, one obtains

Zat[Ω] = det
(−G−1)e−S ′[Ω]−S ′′[Ω],

(3.22)

e−S ′′[Ω] =
〈
exp

{
−
∑
a,b

γ ∗
a Γ̃abγb −

∞∑
R=2

1

(R!)2
′∑

ai ,bi

(
Γ R{ai ,bi} + Γ̃ R{ai ,bi}

)
γ ∗
a1

· · ·γb1

}〉
,

where the average is to be taken with the Gaussian action−∑
a,b γ

∗
a G

−1
ab γb. In order to

obtain the correct result

(3.23)Zat =
∫

DΩ det
(−G−1) =Z(0)at

∫
DΩe−SB [Ω],

one must haveS′[Ω] + S′′[Ω] = 0. This result can be obtained by inspection. Consider
for instance the diagrams containing once and only once the vertexΓ II (and no higher-
order vertex). The diagram contributing toS′[Ω] is shown in Fig. 2 and has the overall
factor−1/2. There are two contributions toS′′[Ω]. They come from the terms

〈
γ ∗
a Γ̃abγb

〉
and

〈
Γ II
a1a2,b1b2

γ ∗
a1
γ ∗
a2
γb2γb1

〉
where the average is taken with the action−∑

a,b γ
∗
a G

−1
ab γb

[see Eq. (3.22)]. Both contributions correspond to the diagram of Fig. 2, but with the factors
1 and−1/2. We conclude that the total contribution toS′ + S′′ vanishes.

In the same way, we can calculate the single-particle Green’s function−〈γaγ ∗
b 〉 (for a

given configuration ofΩ) and verify that we do obtain the correct result in the atomic limit,
namely,Gab. From the action (3.21), we read off the inverse (atomic) propagatorG−1− Γ̃ .
Self-energy corrections due to verticesR � 2 should therefore cancel̃Γ . Again this result
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(a) (b)

Fig. 6. (a) Two anomalous diagrams for the free energy. Their sum vanishes whenΓ̃ is approximated
by the contribution shown diagrammatically in Fig. 3. (b) The corresponding “physical” diagram.

can be proved by inspection. Consider again the diagrams containing once the vertexΓ II .
The contribution tõΓ is shown in Fig. 3. The one-loop self-energy correction coming from
Γ II (see Eq. (3.21)) produces the same diagram but with opposite sign.

Thus we come to the conclusion that anomalous diagrams cancel in the atomic limit.
We expect this property to hold also whent �= 0, since anomalous diagrams do not have
any physical meaning. Consider for instance the anomalous diagrams shown in Fig. 6(a)
which contribute to the effective action of the spin degrees of freedomS[Ω] = − lnZ[Ω].
[Fig. 6(b) shows the corresponding “physical” diagram.] Working out signs and symmetry
factors, we find that the sum of the two diagrams of Fig. 6(a) vanishes ifΓ̃ is approximated
by the contribution shown diagrammatically in Fig. 3.

As expected on physical grounds, anomalous diagrams always cancel in the calculation
of physical quantities. We can then work with the action

(3.24)S
[
γ ∗, γ ;Ω

] = −
∑
a,b

γ ∗
a

(
t̂ab +G−1

ab

)
γb +

∞∑
R=2

1

(R!)2
′∑

ai ,bi

Γ R{ai ,bi}γ
∗
a1

· · ·γb1

provided that we discard all anomalous diagrams.

3.3. Effective action of the Hubbard model in the strong correlation limit

In this section, we show that only the quadratic and quartic parts of the action
S[γ ∗, γ ;Ω] need to be considered in the strong-coupling limit. This is achieved by
considering the effective actionSLHB[γ ∗↑ , γ↑;Ω] of particles propagating in the LHB. To
first order int/U , SLHB[γ ∗↑ , γ↑;Ω] should correspond to thet-J model. This result will
guide us in the determination of the leading terms in the action of the Hubbard model in the
strong correlation limit. We emphasize, however, that our primary goal is not to determine
the effective action of carriers in the LHB, but to derive an effective action for the full
Hubbard model in the strong correlation limit. As discussed at the end of this section, there
are advantages in working with the Hubbard model instead of considering thet-J model
obtained by integrating out the UHB.
SLHB is obtained by integrating out theγ↓ field [39]:

(3.25)e
−SLHB [γ ∗↑ ,γ↑;Ω] =

∫
D[γ↓]e−S[γ ∗,γ ;Ω].
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(a) (b)

Fig. 7. (a) Contributions of ordert/U to the effective actionSLHB. (b) An example of vanishing
diagram. Dashed lines indicate interband transitions.

At zeroth order int/U , interband transitions are neglected. SinceΓ Rσ ···σ = 0, diagrams
contributing toS(0)LHB must necessary contain closed loops ofγ↓ particle. In the absence of
particles in the UHB, these loops vanish (see Appendix D). As a result, the effective action
of the LHB is Gaussian to leading order int/U :

(3.26)S
(0)
LHB =

∑
r

∫
dτ γ ∗

r↑
(
∂τ −µ+A0

r
)
γr↑ −

∑
r,r′

∫
dτ γ ∗

r↑ t̂r↑,r′↑γr′↑.

The action (3.26) describes particles propagating in the LHB and interacting with spin
fluctuationsvia the gauge fieldA0 and theΩ-dependent intersite hopping matrixt̂ (i.e.,
S
(0)
LHB describes fermions coupled to aU(1) gauge field). A detailed discussion of its

physical meaning can be found in Section 3.2.1 of Ref. [39].
We now consider the contributions of ordert/U to SLHB [Eq. (3.25)]. They are

represented by the diagrams of Fig. 7(a). Each of these diagrams contains two interband
transitions. The vanishing of closed loops withγ↓ particles ensures that all the diagrams
to be considered are of the type shown in Fig. 7(a). An example of a vanishing diagram is
shown in Fig. 7(b).

Let us first focus on the quadratic and quartic contributions generated by the integration
of the UHB (first two diagrams of Fig. 7(a)). These terms are nonlocal in time.
However, since they involve (virtual) interband transitions, they can be approximated by
local vertices. From the equations of motion in the atomic limit, we deduceγ↑(τ ′) =
e−µ(τ−τ ′)γ↑(τ ) [50]. Using the latter equation and integrating over the time differences,
the nonlocal vertices are then approximated by local vertices. For instance, the two-point
vertex (first diagram of Fig. 7(a)) is approximated as∑

r,r′,r′′

∫
dτ dτ ′ γ ∗

r↑(τ )t̂r↑,r′↓(τ )G(0)↓ (τ − τ ′)t̂r′↓,r′′↑(τ ′)γr′′↑(τ ′)

(3.27)� − 1

U

∑
r,r′,r′′

∫
dτ γ ∗

r↑(τ )t̂r↑,r′↓(τ )tr′↓,r′′↑(τ )γr′′↑(τ ),
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where we have used Eq. (3.11). Since we can ignore the effect of spin fluctuations on
(virtual) interband transitions, we have replacedG↓ by G(0)↓ . If we also approximate the
quartic term by a local vertex and neglect higher-order vertices, we end up with an effective
action which is nothing but the action of thet-J model (including the so-called pair-
hopping terms) in the spin–hole coherent-state path integral [51]. [See Ref. [39] for a
detailed derivation.] It is crucial here that the effective action is local in time, otherwise
it would not derive from an Hamiltonian. It should be noted that a similar approximation is
made in the standard derivation of thet-J model, which starts from the resolvant operator
R̂(E) = (E − Ĥ )−1. Projecting out states with double occupancy yields an effective
“Hamiltonian” Ĥeff(E) which depends on the energyE. The Hamiltonian of thet-J model
is obtained by retaining terms of orderO(t/U) and replacingE by the energyE0 in
the absence of interband coupling [43,52]. In our formalism, this last step amounts to
approximating the vertices ofSLHB by local vertices (in time) using the atomic equations
of motion for theγ↑ field.

Since the quadratic and quartic terms of the actionSLHB are sufficient to recover the
action of thet-J model, we expect higher-order vertices to vanish at the same level of
approximation. Consider the contribution of ordert/U toSLHB due toΓ III↑↑↓,↑↑↓ (Fig. 7(a)).
This term involves the product

(3.28)γ ∗
r↑(τ1)γ ∗

r↑(τ2)γ ∗
r′↑(τ3)γr′′↑(τ ′

3)γr↑(τ ′
2)γr↑(τ ′

1),

where the fields are evaluated at different times and three different sites (r, r′ andr′′). If we
now approximate this term by using the atomic equation of motion, we obtain the product
[γ ∗

r↑(τ )]2γ ∗
r′↑(τ )γr′′↑(τ )[γr↑(τ )]2 which vanishes since it involves squares of Grassmann

variables. The same reasoning holds for higher-order vertices. Therefore, using the same
approximations that lead to thet-J model, only the quadratic and quartic terms of the
actionSLHB subsist.

We conclude that in the strong-coupling limit, we can truncate the action (3.24) to quartic
order in the fermionic fields:

S
[
γ ∗, γ ;Ω

]
=

∑
r

∫
dτ γ ∗

r↑
(
∂τ −µ+A0

r
)
γr↑ −

∑
r,r′

∫
dτ γ ∗

r↑ t̂r↑,r′↑γr′↑

+
∑

r

∫
dτ γ ∗

r↓
(
∂τ −µ+U −A0

r
)
γr↓ −

∑
r,r′

∫
dτ γ ∗

r↓ t̂r↓,r′↓γr′↓

−
∑
r,r′

∫
dτ

(
γ ∗

r↑t̂r↑,r′↓γr′↓ + c.c.
)

(3.29)

+
∑

r

∫
dτ1dτ2dτ3dτ4Γ

II↑↓,↑↓(τ1, τ2; τ3, τ4)γ ∗
r↑(τ1)γ ∗

r↓(τ2)γr↓(τ4)γr↑(τ3).

Eq. (3.29) is the main result of this paper. It gives the effective action of the Hubbard
model in the strong-coupling limitt/U � 1. The fieldsγ↑ andγ↓ correspond to particles
propagating in the LHB and the UHB. They are coupled by the interband hopping matrix
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t̂↑↓ and the two-particle atomic vertexΓ II↑↓,↑↓, and interact with the spin fluctuations
which show up in the dynamics ofΩ . Note that one can describe the interaction with
spin fluctuations by aSU(2) gauge field withA0 its time component.

The action (3.29) is suitable for a perturbative calculation of the free energy and the LHB
Green’s functions. However, except at half-filling, it does not allow to compute the UHB
Green’s functions. In a hole doped system, closed loops ofγ↑ particles do not vanish (see
Appendix D) so that the arguments used above for the LHB do not hold for the UHB. [Even
at zeroth order int/U , the effective actionSUHB contains an infinite number of terms.]

An interesting aspect of this action is that the strong local Coulomb repulsion is already
present in the quadratic part of the action. To understand the physical meaning ofΓ II↑↓,↑↓,
we rewrite Eq. (3.13) for real frequencies (iω→ ω) as

(3.30)EUHB −ELHB =U + Γ II↑↓,↑↓,

where we have identifiedω2 (ω3) with the energy of the particle in the UHB (LHB).
Eq. (3.30) suggests that we can interpretΓ II↑↓,↑↓ as the residual interaction (given that a
part of the interaction is included in the quadratic action) between two particles siting at
the same site. Alternatively, one can view theU term in the action as a mean field, and
Γ II↑↓,↑↓ as the correction to this mean field.

Finally, we note that the action (3.29) without the quartic term is similar to that obtained
within the large-U Hartree–Fock approximation where theSU(2) spin-rotation-invariance
is maintained by introducing a fluctuating spin-quantization axisΩ in the functional
integral [35]. Omitting the quartic term

(
Γ II↑↓,↑↓

)
is, however, in general not possible

without missing processes of ordert/U . For instance, this term plays a central role in
the derivation of thet-J model [39].

3.4. Strong-coupling diagrammatic perturbation theory

The action (3.29) can be used as the starting point for a perturbative calculation with
respect tot/U . We discuss in the following the computation of the free energy and the
LHB Green’s function to first order int/U . Formally, we have

Z =
∫

DΩZ[Ω],

(3.31)Z[Ω] = e−S[Ω] =
∫

D[γ ]e−S[γ ∗,γ ;Ω],

and

(3.32)GLHB
σ (a, b)= 1

Z

∫
DΩe−S[Ω](Ra)σ↑Ĝ↑(a, b)

(
R

†
b

)
↑σ ,

(3.33)Ĝ↑(a, b)= − 1

Z[Ω]
∫

D[γ ]γa↑γ ∗
b↑e−S[γ

∗,γ ;Ω],

whereS[Ω] is the action for the spin degrees of freedom andĜ↑(a, b) the Green’s function
for a given configuration ofΩ . Note that the Green’s function of the original fermions
c (those involved in the definition of the Hubbard model) is not merely−〈γaγ ∗

b 〉 (see
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Fig. 8. An example of self-energy diagram for the UHB particles which isO(1) in t/U .

Appendix E). Eq. (3.32) shows that the fermionic fieldcLHB in the LHB can be expressed
as

(3.34)cLHB
rσ = (Rr)σ↑γr↑

(3.35)= zrσ γr↑,

where the last line is obtained by writing theSU(2)/U(1) rotation matrixRr as

(3.36)Rr =
(
zr↑ −z∗r↓
zr↓ z∗r↑

)
,

with the constraint|z2r↑|+|z2r↓| = 1. Eq. (3.35) is familiar from the Schwinger-boson slave-

fermion formulation of thet-J model. 4

We now introduce the propagator

(3.37)Ĝ (0)−1
σ =G−1

σ + t̂σσ .
To zeroth order int/U , the LHB Green’s function iŝG (0)↑ , and the partition function is
given by

(3.38)Z(0)[Ω] = det
(−Ĝ (0)−1

↑
)
.

As discussed in Section 3.3̂G (0)↓ is not the UHB Green’s function to zeroth order int/U
except at half-filling. Even in the absence of interband transition, there areO(1) corrections
to Ĝ (0)↓ due to the nonvanishing of closed loops ofγ↑ particles in the (hole) doped system

(see Appendix D). A finiteO(1) self-energy correction tôG (0)↓ is shown in Fig. 8.
To first order int/U , there are three contributions toS[Ω] shown diagrammatically in

Fig. 9:

S1[Ω] =
∑

a,b,a′,b′
Ĝ (0)↑ (a, b)t̂↑↓(b, b′)G↓(b′, a′)t̂↓↑(a, a′),

S′
1[Ω] =

∑
a,b,a′,b′

∑
ai ,bi

Γ II↑↓,↑↓(a, b;a′, b′)G↑(a′, a4)t̂↑↑(a4, a3)Ĝ (0)↑ (a3, a2)t̂↑↑(a2, a1)

×G↑(a1, a)G↓(b′, b4)t̂↓↑(b4, b3)Ĝ (0)↑ (b3, b2)t̂↑↓(b2, b1)G↓(b1, b),

4 Eq. (3.35) is more commonly written ascLHB
rσ = brσ h

∗
r where the bosonic field (Schwinger boson)brσ =

zrσ (1− h∗rhr/2) satisfies|b2
r↑| + |b2

r↓| + h∗rhr = 1, with h∗r = γr↑ andhr = γ ∗
r↑.
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(a) (b) (c)

Fig. 9. Diagrammatic representation of the effective action of the spin degrees of freedom at order
O(t/U). (a)S1[Ω]. (b) S′

1[Ω]. (c) S′′
1 [Ω]. Dashed lines indicate interband transitions.

S′′
1 [Ω] = −

∑
a,b,a′,b′

∑
ai ,bi

Γ II↑↓,↑↓(a, b;b′, a′)G↑(b′, b4)t̂↑↑(b4, b3)

× Ĝ (0)↑ (b3, b2)t̂↑↓(b2, b1)

(3.39)

×G↓(b1, b)G↓(a′, a4)t̂↓↑(a4, a3)Ĝ (0)↑ (a3, a2)t̂↑↑(a2, a1)G↑(a1, a).

The effective actionS[Ω] of the spin degrees of freedom to orderO(t/U) can be
computed exactly at half-filling. The zeroth-order contribution [Eq. (3.38)] yields the Berry
phase termSB to lowest order inA0. When computingS1, S′

1 andS′′
1 we may replacêG (0)↑

byG↑, since the neglected terms will be of higher-order int/U . 5 Furthermore, sinceS1,
S′

1 andS′′
1 describe (virtual) interband transitions, we can ignore the effect of the Berry

phase term and replaceG↑ byG(0)↑ . We then find

(3.40)S1[Ω] = − 1

U

∑
r,r′

∫
dτ t̂r↑,r′↓ t̂r′↓,r↑ = 1

2U

∑
r,r′
t2rr′

∫
dτ (Ωr · Ωr′ − 1).

In Eq. (3.40), the exchange interaction is assumed to be instantaneous, since the
characteristic spin fluctuation energyJ = 4t2/U is much smaller thanU . The last line
of Eq. (3.40) is obtained from̂tr↑,r′↓ t̂r′↓,r↑ = (1 − Ωr · Ωr′)/2 [39]. SinceS′

1 vanishes at
half-filling, while S′′

1 turns out to be of orderO(t3/U3), we verify that the effective action
of the spin degrees of freedom at orderO(t/U), SB + S1, is nothing but the action of the
(quantum) AF Heisenberg model expressed in terms of spin coherent states:

(3.41)SHeis[Ω] = SB [Ω] + J
∑
〈r,r′〉

∫
dτ

(
Ωr · Ωr′

4
− 1

4

)
.

The self-energŷΣ of particles in the LHB is defined bŷG−1
↑ = Ĝ (0)−1

↑ − Σ̂ , whereĜ↑
is the propagator for a given configuration ofΩ. It has three contributions to first order in
t/U (Fig. 10):

Σ̂1(a, a
′)=

∑
b,b′
t̂↑↓(a, b)G↓(b, b′)t̂↓↑(b′, a′),

5 For a half-filled system, there is no difference (as far as the free energy is concerned) between at/U

expansion and an expansion around the atomic limit (i.e., at expansion).
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(a) (b) (c)

Fig. 10. Diagrammatic representation of the LHB self-energy at orderO(t/U). (a) Σ̂1. (b) Σ̂ ′
1.

(c) Σ̂ ′′
1 (the symmetric diagram is not shown). Dashed lines indicate interband transitions.

Σ̂ ′
1(a, a

′)=
∑
b,b′,bi

Γ II↑↓,↑↓(a, b;a′, b′)G↓(b′, b1)t̂↓↑(b1, b2)Ĝ (0)↑ (b2, b3)

× t̂↑↓(b3, b4)G↓(b4, b),

Σ̂ ′′
1 (a, a

′)=
∑
b,b′

∑
ai ,bi

t̂↑↓(a, a1)G↓(a1, a2)Γ
II↑↓,↑↓(b, a2;a′, b′)G↓(b′, b1)

× t̂↓↑(b1, b2)Ĝ (0)↑ (b2, b3)t̂↑↑(b3, b4)G↑(b4, b)

(3.42)

+
∑
b,b′

∑
ai ,bi

Γ II↑↓,↑↓(a, b;b′, a2)G↑(b′, b1)t̂↑↑(b1, b2)Ĝ (0)↑ (b2, b3)

× t̂↑↓(b3, b4)G↓(b4, b)G↓(a2, a1)t̂↓↑(a1, a
′).

Σ̂1 describes indirect hopping processes between next-nearest-neighbor sites which occur
via virtual transitions to the UHB. In thet-J model, these processes show up in the pair-
hopping term.

So far our discussion has been confined to a formal framework. For practical
calculations, further approximations will be necessary. Whereas the fermionic fieldsγσ can
be integrated out in a systematict/U expansion, one still has to carry out the functional
integral over the unit vector fieldΩ .

The simplest approach consists in expanding around a broken-symmetry ground-state
by making a saddle point approximation on the spin variablesΩr. Different choices,
corresponding to AF, ferromagnetic or spiral orders, are possible. This approach, which
is discussed at length in Ref. [41], can be justified by taking a “large-S” semiclassical limit
of the Hubbard model. The spin-1

2 coherent states can be promoted to spin-S coherent
states (withS arbitrary) by writing theSU(2)/U(1) rotation matrixRr as in Eq. (3.36) and
generalizing the constraint|zr↑|2 + |zr↓|2 = 1 to |zr↑|2 + |zr↓|2 = 2S. The latter equality

allows to writezr↑ = √
2S cos(θr/2)e−

i
2 (ϕr+ψr) andzr↓ = √

2S sin(θr/2)e
i
2 (ϕr−ψr), where

the choice ofψr is free and corresponds to theU(1) gauge freedom. The action of the
Hubbard model is obtained from (3.29) with the replacementA0 → 2SA0 and t̂ → 2St̂ .
[Note that the creation of a (fermionic) hole corresponds to a total removal of the local
moment.] In the limitS → ∞ (with tS = constant), the Berry phase term suppresses
quantum fluctuations ofΩ . The spin variables become classical and do not fluctuate at
zero temperature. The leading correction in 1/S gives the spin-wave modes around the
broken-symmetry ground-state.
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At half-filling, one can also try to computeG by directly averaginĝG with S[Ω] [see
Eq. (3.32)], since the effective action of the spin degrees of freedom,SHeis[Ω], can be
analyzed by various methods [43]. SinceSHeis[Ω] is not a Gaussian action, this seems
a priori a very difficult task. We show in Ref. [42] how this technical difficulty can be
circumvented by using the Schwinger-boson mean-field theory of the Heisenberg model.
The advantage of this approach is that one starts from a good description of the magnetic
properties of the system (which are described bySHeis): absence of long-range order at
finite temperature, exponential divergence in 1/T of the magnetic correlation length, etc.
Moreover, this formulation is a good starting point to study how spin fluctuations affect
hole motion [42].

It should be pointed out that Eqs. (3.32) and (3.33) cast the Hubbard model in the form
of a spin-fermion model, which can be seen as the strong-coupling counterpart of the
“weak-coupling” spin-fermion model that has been studied so far [10]. There are, however,
important differences between the latter and our formalism:

(i) In the “weak-coupling” spin-fermion model, the effective action of the spin degrees
of freedom is generally assumed to be Gaussian. In our approach, the effective
actionS[Ω] is obtained exactly (to orderO(t/U)) by integrating out the fermionic
degrees of freedom.

(ii) The spin-fermion model omits coupling between spin fluctuations and charge
degrees of freedom. Fermions interact with spin fluctuationsvia a spin–spin
interaction. In our approach, there is an intimate coupling between charge degrees
of freedom (i.e., hole motion) and spin fluctuations, which shows up in the
Ω-dependence of the intersite hopping matrix.

(iii) The spin-fermion model is restricted to the weak-coupling regime, whereas our
approach is appropriate to the strong-coupling regime.6

Finally, we would like to discuss the relation to thet-J model. Starting from the
effective action (3.29) and integrating out the UHB, one recovers the action of thet-J
model in the spin–hole coherent-state path integral [51]. A further change of variables
yields the action of thet-J model in the slave fermion formalism [53]. [See Section 3.2.3
of Ref. [39].] The connection between the action (3.29) and thet-J model is, however,
not straightforward and involves some subtleties regarding the proper time ordering in
the functional integral [39]. As a result, both formulations should be considered as two
different descriptions of the strong-coupling limit of the Hubbard model. For instance,
indirect hopping processes between next-nearest neighbors appear in the Gaussian part of
the action (3.29), while they are described by the pair-hopping term in thet-J model (this
term involves a three-body interaction in the standard formulation of thet-J model). But
the most interesting aspect of our formulation is the use of spin–particle–hole coherent
states. By clearly distinguishing between charge and spin degrees of freedom, spin–
particle–hole coherent states open up new possibilities for analyzing hole motion in
presence of strong spin fluctuations [42].

6 See also the discussion in Ref. [38].
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4. Summary and conclusion

There are two main ingredients in the derivation of the Heisenberg model from the
Hubbard model at half-filling: first, one should deal with spin operators (instead of the
original fermionic operators) in order to account for the local moments that appear in the
Mott insulating phase. Then, the effective Hamiltonian for these spin operators is derived
by expanding with respect tot/U [27].

In this paper, we have proposed a generalization of this procedure to the doped case.
Our approach is based on the introduction of spin–particle–hole coherent states which
generalize the spin-1

2 coherent states by allowing the creation of a hole or an additional
particle. They also generalize the spin–hole coherent states introduced in the context of the
t-J model [33]. The spin–particle–hole coherent states can be used to derive a path integral
and naturally lead to a spin-rotation-invariant slave-boson formulation of the Hubbard
model (Section 2). By performing two successive Hubbard–Stratonovich transformations
of the intersite hopping term, the path integral can be recast in a from which is suitable
for a perturbation expansion int/U . The actionS[γ ∗, γ ;Ω] can be expressed in terms
of two Grassmann variables (γ↑, γ↓) and a unit vector field. A singly occupied site is
described by a spin-1

2 coherent state|Ωr〉, while γ↑ (γ↓) describes a particle propagating
in the LHB (UHB). The fermionic action has interaction terms to all orders, given by the
atomic verticesΓ R [Eq. (3.24)]. The fermions also interact with spin fluctuations which
show up in the dynamics ofΩ . In the strong-coupling limitt � U , the action can be
truncated to quartic order in the fermionic field [Eq. (3.29)] and used as the starting point
of a diagrammatic expansion. At half-filling and to orderO(t/U), we recover the action
of the (quantum) Heisenberg model.

Since the fermionic field can be systematically integrated out within at/U expansion,
the main practical difficulty comes from the dynamics ofΩ (spin fluctuations). The
simplest approach consists in expanding about a broken-symmetry ground-state my
making a saddle point approximation on the spin variablesΩr. Different choices,
corresponding to AF, ferromagnetic, or spiral orders are possible. This approach is
discussed in detail in Ref. [41]. The spin–particle–hole coherent-state path integral turns
out to be a very convenient tool for studying spin waves about a broken-symmetry ground-
state in the strong-coupling limit.

The main characteristic of the spin–particle–hole coherent-state path integral lies in the
clear distinction between charge (γ ) and spin (Ω) degrees of freedom. This opens up
new possibilities for the computation of the Green’s functions. One can first calculate the
Green’s functions for a given (time-dependent) configuration ofΩ and then perform the
average with the effective actionS[Ω] of the spin degrees of freedom [see Section 3.4 and
Eqs. (3.32), (3.33)]. This program is carried out in Ref. [42].

Appendix A. Path integral for the single-site Hubbard model

Introducing(M− 1) times the resolution of the identity (2.13) in Eq. (2.22), one obtains
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Zat =NM

∫ (
M∏
k=1

dΩk

4π
dζ ∗
k dζk

)
e−

∑M
k=1α|ζk |2

(A.1)×
M∏
k=1

〈Ωk, ζk|P̂ke−ε(Ĥ−µN̂)|Ωk−1, ζk−1〉,

with ε = β/M and the boundary conditions:Ω0 = ΩM , eM = e0, pM = p0, dM = d0,
and fσM = −fσ0. The projection operator̂Pk is defined by Eq. (2.15) with the spin-
quantization axis determined by the unit vectorΩk. It can be written as

(A.2)P̂k =
2π/ε∫
0

ε dλ
(1)
k

2π
e−iελ

(1)
k Q̂

(1)
k

∏
σ

2π/ε∫
0

ε dλ
(2)
σk

2π
e−iελ

(2)
σk Q̂

(2)
σk .

Since the constraintŝQ(1) andQ̂(2)σ commute with the Hamiltonian̂H −µN̂ , we obtain

Zat =NM

∫ (
M∏
k=1

dΩk

4π
dζ ∗
k dζk dλk

)
e−

∑M
k=1α|ζk |2

(A.3)×
M∏
k=1

〈Ωk, ζk|P̂ke−εK̂k |Ωk−1, ζk−1〉

�NM

∫ (
M∏
k=1

dΩk

4π
dζ ∗
k dζk dλk

)
e−

∑M
k=1α|ζk |2

(A.4)×
M∏
k=1

〈Ωk, ζk|Ωk−1, ζk−1〉e−εKk,k−1

in the limit ε→ 0, where

∫
dλk ≡

2π/ε∫
0

ε dλ
(1)
k

2π

∏
σ

2π/ε∫
0

ε dλ
(2)
σk

2π
,

K̂k = Ĥ −µN̂ + iλ(1)Q̂(1)k + i
∑
σ

λ
(2)
σk Q̂

(2)
σ ,

(A.5)Kk,k−1 = 〈Ωk, ζk|K̂k|Ωk−1, ζk−1〉
〈Ωk, ζk|Ωk−1, ζk−1〉 .

Using the expression of the scalar product [Eq. (2.12)], the partition function is finally
written as

Zat =NM

∫ (
M∏
k=1

dΩk

4π
dζ ∗
k dζk dλk

)
exp

{
M∑
k=1

[
−α|ζk|2 + ζ ∗

k ζk−1

(A.6)+ f ∗↑kp∗
kf↑k−1pk−1

(〈Ωk|Ωk−1〉 − 1
)− εKk,k−1

]}
.



N. Dupuis / Nuclear Physics B 618 [FS] (2001) 617–649 643

Taking αe = αd = 1 and neglecting the overall normalization constantNM (see the
discussion in Section 2.2), there is now no difficulty to take the continuum time limit.
Kk,k−1 �Kk,k is evaluated by writing the Hamiltonian as

(A.7)Ĥ −µN̂ =Ud̂†d̂ −µ
∑
σ

f̂ †
σ f̂σ ,

where the spin-quantization axisΩk is chosen. The constraintŝQ(1) andQ̂(2)σ being also
defined with respect to the spin-quantization axisΩk , we obtain

Kk,k =U |dk|2 −µ
∑
σ

f ∗
σkfσk + iλ(1)k

(|ek|2 + |pk|2 + |dk|2 − 1
)

(A.8)+ iλ(2)↑k
(
f ∗↑kf↑k − |pk|2 − |dk|2

)+ iλ(2)↓k
(
f ∗↓kf↓k − |dk|2

)
.

We also note that〈Ωk|Ωk−1〉 − 1 = 〈Ωk|Ωk−1〉 − 〈Ωk|Ωk〉 yields a term−〈Ω|Ω̇〉 in the
continuum time limit. Here the dot denotes a time derivative. The final expression of the
actionSat in the atomic limit is given by Eqs. (2.29).

Appendix B. Evaluation of 〈Ω,ζ |ĉ†
r ĉr′ |Ω,ζ 〉

In this appendix, we prove Eq. (2.31) (we do not write explicitly the time indexk). We
introduce the operator

(B.1)φ̂†
rσ =

∑
σ ′
(Rr)σ ′σ ĉ

†
rσ ′

which creates a particle with spinσ in the spin reference frame determined byΩr. In the
space spanned byB′

{Ωr}, we haveφ̂rσ = γ̂rσ . We then deduce

〈Ω, ζ |ĉ†r ĉr′ |Ω, ζ 〉 =
∑
σ,σ ′

〈Ω, ζ |γ̂ †
rσ
(
R†

rRr′
)
σσ ′ γ̂r′σ ′ |Ω, ζ 〉

(B.2)= γ †
r R

†
rRr′γr′ 〈Ω, ζ |Ω, ζ 〉,

whereγr↑ = e∗rprfr↑ andγr↓ = p∗
rdrfr↓. The intersite term in the action (2.34) follows

from Eq. (B.2).

Appendix C. Green’s functions in the atomic limit

In this section we compute the connected atomic Green’s functions

(C.1)GRc{ai ,bi} = (−1)R
〈
Tτ γ̂a1 · · · γ̂aR γ̂ †

bR
· · · γ̂ †

b1

〉
at,c,

written here in the operator formalism (Tτ is the imaginary-time ordering operator). We
consider a single site and drop the site index.
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Let us first consider the Green’s functions determined byS(0)at . In the basisB′
Ω , the

operatorsγ̂σ and the Hamiltonian̂H −µN̂ can be written as (in matrix form)

γ̂↑ =
0 1 0

0 0 0
0 0 0

 , γ̂↓ =
0 0 0

0 0 −1
0 0 0

 ,
(C.2)Ĥ −µN̂ =

0 0 0
0 −µ 0
0 0 U − 2µ

 .
We easily find the time dependence of the operatorsγ̂

(†)
σ (τ ) = Û (−τ )γ̂ (†)σ Û (τ ) (where

Û(τ )= e−τ (Ĥ−µN̂) is the evolution operator):

γ̂↑(τ )= eµτ γ̂↑, γ̂
†
↑(τ )= e−µτ γ̂ †

↑ ,

(C.3)γ̂↓(τ )= e(µ−U)τ γ̂↓, γ̂
†
↓(τ )= e−(µ−U)τ γ̂ †

↓ .

The single-particle Green’s functionG(0)σ (τ )= −〈Tτ γ̂ (τ )γ̂ †
σ (τ )〉 is found to be

G
(0)
↑ (τ )=

eµτ

Z
(0)
at

[
θ(−τ )eβµ − θ(τ )]� eµτ θ(−τ ),

(C.4)G
(0)
↓ (τ )=

e(µ−U)τ

Z
(0)
at

[
θ(−τ )eβ(2µ−U)− θ(τ )eβµ] � −e(µ−U)τ θ(τ ).

The final expressions are obtained in the low-temperature limit and we have usedZ
(0)
at =

1+eβµ+eβ(2µ−U) � eβµ. The latter approximation neglects the contribution of the empty
and doubly occupied sites, in agreement with the discussion of Section 2.2. As expected,
Z
(0)
at is the partition function for a given spin direction. In Fourier space, we obtain

(C.5)G
(0)
↑ (iω)= (iω+µ)−1, G

(0)
↓ (iω)= (iω+µ−U)−1.

In the same way, we can calculate the two-particle Green’s function. For instance, we
have

GII↑↑,↑↑(τ1, τ2; τ3, τ4)
= 1

Z
(0)
at

eµ(τ1+τ2−τ3−τ4) Tr
[
Û(β)

(
γ̂

†
↑ γ̂↑

)2]

(C.6)

×[
θ(τ4 − τ2)θ(τ2 − τ3)θ(τ3 − τ1)− θ(τ3 − τ2)θ(τ2 − τ4)θ(τ4 − τ1)
− θ(τ4 − τ1)θ(τ1 − τ3)θ(τ3 − τ2)+ θ(τ3 − τ1)θ(τ1 − τ4)θ(τ4 − τ2)

]
,

where Tr[Û(β)(γ̂ †
↑ γ̂↑)2] = eβµ. We do not distinguish betweenGII(0) andGII , since the

effect of the Berry phase term onGRc (R � 2) can be ignored (see Section 3). One can
verify thatGII↑↑,↑↑(τ1, τ2; τ3, τ4) coincides with its disconnected part

GIIdis↑↑,↑↑(τ1, τ2; τ3, τ4)
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=G(0)↑ (τ1 − τ3)G(0)↑ (τ2 − τ4)−G(0)↑ (τ1 − τ4)G(0)↑ (τ2 − τ3)
(C.7)= eµ(τ1+τ2−τ3−τ4)[θ(−τ1 + τ3)θ(−τ2 + τ4)− θ(−τ1 + τ4)θ(−τ2 + τ3)

]
,

so thatGIIc
↑↑,↑↑ = 0. SimilarlyGIIc

↓↓,↓↓ = 0. By using the definition of the third cumulant

GIII c
a1a2a3,b1b2b3

= δ
(6)W [ψ∗,ψ;Ω]
δψ∗
a1

· · · δψb1

∣∣∣∣
ψ∗=ψ=0

=GIII
a1a2a3,b1b2b3

−G(0)a1b1
GIIc
a2a3,b2b3

−G(0)a2b2
GIIc
a1a3,b1b3

−G(0)a3b3
GIIc
a1a2,b1b2

+G(0)a2b1
GIIc
a1a3,b2b3

−G(0)a3b1
GIIc
a1a2,b2b3

+G(0)a3b2
GIIc
a1a2,b1b3

+G(0)a1b2
GIIc
a2a3,b1b3

+G(0)a2b3
GIIc
a1a3,b1b2

−G(0)a1b3
GIIc
a2a3,b1b2

−G(0)a1b1
G
(0)
a2b2
G
(0)
a3b3

+G(0)a1b2
G
(0)
a2b1
G
(0)
a3b3

+G(0)a1b1
G
(0)
a2b3
G
(0)
a3b2

−G(0)a1b2
G
(0)
a2b3
G
(0)
a3b1

−G(0)a1b3
G
(0)
a2b1
G
(0)
a3b2

(C.8)+G(0)a1b3
G
(0)
a2b2
G
(0)
a3b1
,

one also obtainsGIII c
σσσ,σσσ = 0. [Note that this verification requires to consider 6! = 360

different time sectors.] It is clear that this result holds to all orders, i.e.,

(C.9)GRcσ ···σ,σ ···σ = 0.

The Green’s functionGIIc↑↓,↑↓ can be calculated in the same way:

GII↑↓,↑↓(τ1, τ2; τ3, τ4)
= eµ(τ1−τ3)+(µ−U)(τ2−τ4){e−βµθ(τ1 − τ2)θ(τ2 − τ4)θ(τ4 − τ3)

− θ(τ2 − τ4)θ(τ3 − τ1)
[
θ(τ1 − τ2)+ θ(τ4 − τ3)

]
(C.10)+ eβ(µ−U)θ(τ4 − τ3)θ(τ3 − τ1)θ(τ1 − τ2)

}
.

In Fourier space, we obtain from Eq. (C.10) the connected part

GIIc↑↓,↑↓
(
iω1, iω2; iω3(iω4)

)
= −G(0)↑ (iω1)G

(0)
↓ (iω2)G

(0)
↑ (iω3)G

(0)
↓ (iω4)(iω2 − iω3 −U)

(C.11)

− 1

iω1 + iω2 + 2µ−U
[
e−βµG(0)↑ (iω1)G

(0)
↑ (iω3)

− eβ(µ−U)G(0)↓ (iω2)G
(0)
↓ (iω4)

]
,

whereω4 = ω1+ω2−ω3 is fixed by energy conservation.GIIc is related to the two-particle
vertex by

GIIc
↑↓,↑↓

(
iω1, iω2; iω3(iω4)

)
(C.12)

= −G(0)↑ (iω1)G
(0)
↓ (iω2)Γ↑↓,↑↓

(
iω1, iω2; iω3, (iω4)

)
G
(0)
↑ (iω3)G

(0)
↓ (iω4).

From Eq. (C.11), we then deduce

(C.13)Γ↑↓,↑↓
(
iω1, iω2; iω3(iω4)

) = iω2 − iω3 −U
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in the low-temperature limit, i.e., by neglecting the second and third terms of the r.h.s. of
Eq. (C.11). These terms correspond to the contributions of the empty and doubly occupied
sites, which, according to the discussion of Section 2.2, should be discarded.

Let us now consider the effect of the Berry phase term

(C.14)Sat − S(0)at =
∫
dτ A0f ∗↑p∗f↑p

on the single particle Green’s functionG. The latter can be calculated from

G↑(τ )= − 1

Z
(0)
at

∫
dλ

∫
D[f, e,p, d]e∗(τ )p(τ)f↑(τ )f ∗↑ (0)p∗(0)e(0)e−Sat,

(C.15)

G↓(τ )= − 1

Z
(0)
at

∫
dλ

∫
D[f, e,p, d]d(τ)p∗(τ )f↓(τ )f ∗↓ (0)p(0)d∗(0)e−Sat

by integrating explicitly the bosonic (e,p, d) and fermionic (fσ ) fields and the Lagrange
multipliers. The calculation can be found in Appendix C of Ref. [39]. Neglecting the Berry
phase term, one recovers the results obtained above [Eqs. (C.4)]. The first order correction
in A0 = 〈Ω|Ω̇〉 is

G
(1)
↑ (τ )=

∫
dτ1G

(0)
↑ (τ − τ1)A0(τ1)G

(0)
↑ (τ1),

(C.16)G
(1)
↓ (τ )= −

∫
dτ1G

(0)
↓ (τ − τ1)A0(τ1)G

(0)
↓ (τ1)

in the limit T → 0. These results are easily extrapolated to higher orders as (in matrix
form)

G↑ =G(0)↑ +G(0)↑ A
0G
(0)
↑ +G(0)↑ A

0G
(0)
↑ A

0G
(0)
↑ + · · · ,

(C.17)G↓ =G(0)↓ −G(0)↓ A
0G
(0)
↓ +G(0)↓ A

0G
(0)
↓ A

0G
(0)
↓ − · · ·

or, equivalently,

(C.18)G−1
↑ =G(0)−1

↑ −A0, G−1
↓ =G(0)−1

↓ +A0.

Note that these Green’s functions, like the gauge fieldA0, depend on the site which is
considered.

Appendix D. Closed loops in the strong-coupling perturbative expansion

In this appendix, we discuss the vanishing of closed loops ofγ↑ particles in the strong-
coupling perturbative expansion.

Since the Green’s functionsGRc are related to the verticesΓ R, a diagram can always
be expressed in terms of theGRc ’s. Using Eq. (C.3), one can show thatGRc is a sum
of terms proportional to(−1)P

∏R
i=1Gσi (τi − τP(i)) whereP is a permutation of[1,R]

satisfyingσP(i) = σi (i ∈ [1,R]). Each closed loop ofγσ particles will then give terms
of the typeGσ (τ0 − τ1)t̂σσ · · · t̂σσGσ (τn − τ0) whereσ is the (conserved) spin along the
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loop and the integern varies from 2 to∞. Terms withn = 1 correspond to anomalous
diagrams and should be discarded. By summing over the different values ofn, we obtain
Ĝ (0)σ (r, r; τ = 0−)−Gσ (r, r; τ = 0−) whereĜ (0)σ is defined by Eq. (3.37). In the absence
of particles in the UHB, botĥG (0)↓ (r, r; τ = 0−) andG↓(r, r; τ = 0−) are equal to zero. We

conclude that closed loops ofγ↓ particles vanish. On the other hand, sinceĜ (0)↑ (r, r; τ =
0−)−G↑(r, r; τ = 0−)= n− 1, closed loops ofγ↑ particles do not vanish, except when
the density of particlesn equals 1 (half-filled case).

Appendix E. Green’s function of the “physical” fermions

In this section, we relate the “physical” Green’s function−〈cac∗b〉 to the propagator of
theγ field. Consider the fermionic fieldφ defined in the spin reference frame determined
by Ω [Eq. (B.1)]:

(E.1)crσ =
∑
σ ′
(Rr)σσ ′φrσ ′ .

Sinceφ ≡ γ (in the space spanned byB′
Ωr

), we deduce

(E.2)−〈
crσ (τ )c

∗
r′σ (τ

′)
〉 = −

∑
σ1,σ2

〈(
Rr(τ )

)
σσ1
γrσ1(τ )γ

∗
r′σ2
(τ ′)

(
R

†
r′(τ ′)

)
σ2σ

〉
.

For fermions in the LHB, we then find

(E.3)GLHB
σ (rτ, r′τ ′)= −〈(

Rr(τ )
)
σ↑γr↑(τ )γ ∗

r′↑(τ
′)
(
R

†
r′(τ ′)

)
↑σ

〉
.

Here γ↑ = e∗pf↑, γ↓ = p∗df↓ and the mean values are to be taken with the action
S[f, e,p, d,λ;Ω] [Eq. (2.34)]. The Green’s functionGLHB can be expressed as the
functional derivative of the partition function calculated in the presence of external sources.
It is then possible to carry out the steps leading to the effective actionS[γ ∗, γ ;Ω]
[Eqs. (3.21) and (3.24)]. Taking the functional derivative, one finds thatGLHB is given
by Eq. (E.3) where theγ field is now an elementary field and the mean value has to be
taken with the actionS[γ ∗, γ ;Ω].
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